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great experience writing collaborative papers. More broadly, I am grateful
to the HoTT community for being open and welcoming to me. I have met so
many incredibly talented and wonderful people at the conferences I attended
during my studies, and I would be lucky to meet these people again.

To my fellow PhD students at the PUT-group and the other friends I
have made since coming to Bergen: life is nothing without a good group of
friends, and you have certainly given me this. Thanks for all the lunches
with good company and good conversation. We definitely created the best
hangout spot at the department!

My thanks also go to my family, and especially to my sister, Alice, for
always being there for me whenever I needed someone to talk to. I am grateful
to have a sibling such as you.

To the people who are no longer in my life, but who supported me through
large parts of my studies, I am very grateful.



ii Acknowledgements



Abstract

This thesis investigates models of material set theory in Homotopy Type
Theory (HoTT), that is, interpretations of the language of set theory into
HoTT such that the interpretations of the set theoretic axioms can be shown
to hold.

An important feature of a given model is how the equality relation is
interpreted. In HoTT, the type for equality between two elements is called
the identity type. The central theme of this thesis is that all its models
interpret equality as the identity type.

The thesis is based on three papers. The first being a closer investigation
of one specific model of constructive set theory, called the iterative hierarchy
of sets (its construction predating this thesis) which is shown to have many
desirable properties. In particular, it is shown that, as well as giving a model
of material set theory in HoTT, it also gives a model of extensional type
theory inside HoTT.

The second paper utilises that HoTT is a proof relevant framework which
has higher structure, to give a higher level generalisation of the interpreta-
tions of the set theoretic axioms given in the first paper. It also contains
the construction of a higher level generalisation of the model in that paper.
At the first level of generalisation, this becomes a model of multisets, rather
than sets. The construction is also made into an internal universe (this can
be thought of as a “type of types”) of n-types, which is itself an n-type.

The final paper investigates models of non-wellfounded set theory in
HoTT. Non-wellfounded sets are sets which may contain an infinite mem-
bership chain: a0 ∋ a1 ∋ a2 ∋ · · · , as opposed to wellfounded sets where
every such chain is required to be finite. The non-wellfounded sets are use-
ful for modeling circular phenomena such as state machines or streams in
computer science. The models in this paper interpret non-wellfounded sets
as non-wellfounded trees. One family of models is obtained by dualising the
construction of the iterative hierarchy of sets investigated in the first paper.
A surprising result is that this dualisation does not yield a model of the usual
kind of non-wellfounded sets (there are several), but rather of a different, less
well known, notion of non-wellfounded sets.
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Sammendrag

Denne avhandlingen undersøker modeller av materiell mengdelære i homotopi
typeteori (HoTT), det vil si, tolkninger av spr̊aket for mengdelære inn i HoTT
slik at tolkningene av aksiomene i mengdelære kan vises å holde.

En viktig egenskap av en gitt modell er hvordan likhetsrelasjonen blir
tolket. I HoTT er typen for likhet mellom to elementer den s̊akalte iden-
titetstypen. Det sentrale temaet for denne avhandlingen er at alle modellene
tolker likhet som identitetstypen.

Avhandlingen best̊ar av tre artikler. Den første er en nærmere un-
dersøkning av en spesifikk modell av konstruktiv mengdelære som kalles for
det iterative hierarkiet av mengder (denne konstruksjonen ble laget før denne
avhandlingen), som blir vist å ha mange ønskelige egenskaper. Det vises spe-
sielt at, i tillegg til å gi en modell for materiell mengdelære i HoTT, s̊a gir
den ogs̊a en modell for ekstensionell typeteori i HoTT.

Den andre artikkelen bruker at HoTT er et bevisrelevant rammeverk med
høyere struktur, til å gi en høyereordens generalisering av tolkningene av
mengdelæreaksiomene som ble gitt i den første artikkelen. Den inneholder
ogs̊a konstruksjonen av en høyereordens generalisering av modellen i den ar-
tikkelen. P̊a det første niv̊aet av generalisering blir dette en modell av mul-
timengder istedet for mengder. Konstruksjonen blir ogs̊a gjort til et internt
univers (dette kan tenkes p̊a som en “type av typer”) av n-typer, som i seg
selv er en n-type.

Den siste artikkelen undersøker modeller for ikke-velfundert mengdelære i
HoTT. Ikke-velfunderte mengder er mengder som kan inneholde en uendelig
lang rekke med medlemskap: a0 ∋ a1 ∋ a2 ∋ · · · , i motsettning til velfun-
derte mengder hvor hver slik rekke m̊a være endelig. De ikke-velfunderte
mengdene kan brukes til å modellere sirkulære fenomen som for eksempel
tilstandsmaskiner eller strømmer i informatikk. Modellene i denne artikke-
len tolker ikke-velfunderte mengder som ikke-velfunderte trær. En familie av
modeller blir laget ved å dualisere konstruksjonen av det iterative hierarkiet
av mengder som ble undersøkt i den første artikkelen. Et overraskende re-
sultat er at denne dualiseringen ikke gir en modell av den vanlige typen
ikke-velfunderte mengder (det finnes flere), uten istedet en annen, mindre
velkjent versjon av ikke-velfunderte mengder.
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Introduction

Material set theory in the form of Zermelo–Fraenkel set theory (ZFC), is the
established theoretical foundation for mathematics today. With this as the
meta-theoretical framework, all constructions reduce to sets and all math-
ematical statements to questions of set equality and set membership. One
might be doubtful if such a reduction accurately captures how a mathemati-
cian thinks about their work. For instance, in material set theory one can
ask the question “Is 3 a member of 17?” as 3 and 17 are sets. If one encodes
the natural numbers as the von Neumann ordinals (taking the successor of
x to be x ∪ {x}), the answer is “Yes”, but if one encodes them as the Zer-
melo ordinals (taking the successor of x to be {x}) the answer is “No”. How
should we think about this fact? One approach is to say that the question
is nonsensical or irrelevant, so it does not matter what the answer is. But,
might it not be desirable to work within a framework in which one cannot
make such nonsensical statements? Moreover, do working mathematicians
really think about the natural number 3 as a particular set? Or do they
rather think about the number in relationship to other mathematical enti-
ties? These questions have been debated among philosophers of mathematics
and a proposed alternative is to have a structuralist foundation (Benacerraf,
1965)).

In a structuralist framework, objects are opaque, in the sense that one
cannot inspect the objects themselves to see what they “are” and then derive
properties about them. For example, one cannot say that the number 3 “is”
the set {∅, {∅}, {∅, {∅}}} and then conclude that 2, “being” the set {∅, {∅}},
is a member of 3. Instead, objects are defined by how they relate to each
other and to the structures in which they live. For instance, in a structuralist
foundation, one would define the number 3 as the natural number which is
the successor to the natural number 2. This affords us all the information
we need about the number 3 in order to successfully use it in our everyday
mathematical endeavors. Taking the structuralist approach might thus be
argued to be closer to how ordinary mathematics is conducted in the minds
of mathematicians.

There are several structuralist frameworks for mathematics. Using cat-
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egory theory, the Elementary Theory of the Category of Sets (ETCS), as
proposed by Lawvere (1964), is a straightforward structuralisation of ZFC.
The mathematics in ETCS is classical.

Another structuralist framework is Homotopy Type Theory (HoTT) (The
Univalent Foundations Program, 2013), which is a specific flavor of Type
Theory : a framework for computations and constructive mathematics. This
thesis investigates some particular models of material set theory in HoTT.
The motivation for doing so is two-fold. First, constructing models of set
theory in HoTT shows that any construction in set theory can also be car-
ried out in HoTT. That is, we do not lose anything by using HoTT as our
foundation of mathematics.∗ Second, viewing set theory from the lens of
HoTT may give us new perspectives and insight. For instance, the entities in
HoTT come equipped with higher level structure, as opposed to the entities
in classical mathematics. This is used in one of the papers in this thesis to
give a generalisation of material set theory based on this higher level struc-
ture. This generalisation gives an interesting connection between multisets
and groupoids. As an added bonus, for those of us for whom material set the-
ory never quite sat right as the foundation of mathematics and who did not
particularly enjoy working within it: Doing set theory inside HoTT actually
makes it fun!

1 Homotopy Type Theory

As this is a thesis on Homotopy Type Theory, let us start with a brief intro-
duction to the topic. This section is not intended as a complete introduction,
only as a quick overview so as to make the content of the thesis slightly more
accessible. There are suggestions for further reading for those interested in
HoTT at the end of the section.

The main concepts of type theory (Martin-Löf, 1984) are those of types
and terms. Every term is associated with exactly one type. For example,
there is a type of natural numbers, usually denoted N, and the term 3 is a
term of the type N, which is denoted as 3 : N. Types and terms are defined by
inference rules, which, in the structuralist spirit, one may think of as saying
how these objects relate to other objects, without taking a stance on what
the objects “are”. For instance, there are two rules for constructing terms of
the type N:

• There is a term 0 : N.
• Whenever x : N, then there is a term Sx : N.
∗The flavor of set theory given by the models is by default constructive, since HoTT is

constructive, but it is consistent to add classical axioms, such as AC to the ambient type
theory, in which case one gets a model of classical set theory.
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The type N also comes equipped with a recursion/induction principle,
which gives us a way of constructing functions out of, and proving properties
about, N. Again, this recursion/induction principle is part of the definition
of the natural numbers, rather than a derived concept.

The fact that type theory can be used as a logical framework for mathe-
matics comes from the use of dependent types. These are types which might
vary depending on the value of some term. As an example, consider the type
VecN n of vectors of natural numbers having length n. The type depends
on the value of the variable n. For instance, VecN 2 is the type of vectors
of length 2, which is not the same as the type VecN 3 of vectors of length
3. This might not seem groundbreaking, but the power of dependent types
for expressing mathematical statements comes from the Curry–Howard cor-
respondence, or the propositions as types interpretation of type theory. With
this interpretation one considers a mathematical proposition to be a type
and a term of this type to be a proof of the corresponding proposition. The
type formers correspond to the logical connectives and the introduction and
elimination rules for terms correspond to inference rules for proofs.

Propositional logic can be expressed without dependent types, but for
universal and existential quantification, dependent types are needed. To see
this, suppose you wish to show that the statement P holds for all natural
numbers. What you have is one statement for each natural number, and
you wish to construct a proof of each of your (countably infinitely many)
statements. With the propositions as types interpretation, your statement
then corresponds to some type P (n), which depends on a variable n : N,
i.e. you have a type for each natural number n.

In order to express universal and existential quantification, we use Π-
types and Σ-types, respectively. Starting with Π-types, given a type A and
some type B(a) dependent on a : A, we can construct the type∏

a:A

B(a).

This type can both be seen as the type of dependent functions from A to
B, that is, functions where the value of a : A lies in the type B(a), and as
universal quantification of (the statement corresponding to) B. Terms are
constructed by λ-abstraction. Given a term b(a) : B(a) for each a : A, we
can construct the following term:

λ a.b :
∏
a:A

B(a),

which is the function sending a to b(a). In the special case when B does not
depend on A, the type is denoted by A→ B.
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For Σ-types, given A and B as before, we can construct the type∑
a:A

B(a).

This type can both be seen as the type of dependent pairs of terms from
A and B, that is, pairs of terms a : A and b : B(a), and as existential
quantification† of (the statement corresponding to) B. Given a term a : A
and b : B(a) we can construct the following term:

(a, b) :
∑
a:A

B(a),

which is the pair of the two given terms. In the special case when B does
not depend on A, the type is denoted by A×B.

The mathematics one gets by the propositions as types interpretation is
by nature constructive, i.e. one cannot prove the axiom of choice or other
non-constructive axioms (although it is consistent to add these as axioms).
This essentially comes from the fact that type theory is also a formalism for
computations.

The “homotopy” part of Homotopy Type Theory comes from the view of
the identity type. With the propositions as types interpretation, the state-
ment “x equals y” should be represented by some type. Martin-Löf (1975)
introduced, for every type A and pair of terms x, y : A, the identity type,
denoted x = y, which represents the statement that x equals y. This type
might be empty, if x does not equal y, or contain some term p : x = y, which
is then a proof that x equals y.

Since we can construct the identity type between any two terms of the
same type, we can in particular consider the identity type p = q between two
terms p, q : x = y. How should we interpret this type? The terms p and q are
proofs that x equals y. The type p = q then represents the statement that
the proofs p and q are equal. If one does not consider proofs to be objects
available for manipulation, then such a statement might not make sense. In
this case, we might want to say that any two proofs of equality (between the
same two terms) are equal. This statement is not provable in type theory
(Hofmann and Streicher, 1998), but it is consistent to add this as an axiom,
which is usually called Uniqueness of Identity Proofs (UIP). The resulting
theory is then proof irrelevant and has no higher structure.

Homotopy type theory takes another approach to the type p = q. In
HoTT one instead allows for the terms of this type to be distinct, which

†There are two possible interpretations of existential quantification in HoTT, a proof
relevant and a proof irrelevant one, but we will not go into this distinction here. The
interested reader is directed to the resources at the end of the section.
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corresponds to an interpretation of types as spaces and terms as points in
the space. The type x = y then represents the type of paths between the
points x and y, the type p = q is the type of homotopies between the paths
p and q, and so on. This can be iterated indefinitely, creating a hierarchy of
higher identity types. For a given type, this hierarchy might become trivial
at some point, or it might contain non-trivial structure at every level. The
point at which the hierarchy becomes trivial, if it does, is called the type level
of the given type and a type of level n is called an n-type. Propositions, i.e.
statements that are either true or false, but contain no more information, are
interpreted in HoTT as those types A such that x = y for all x, y : A. We
will call such types h-propositions. Sets are interpreted as types at the next
type level, i.e. such that for any two points x, y : A and paths p, q : x = y we
have p = q. That is, types which can contain distinct points, but for which
any two points can be identified in at most one way, i.e. types which satisfy
UIP. Such types will be called h-sets.

The view of types as spaces also suggests an interpretation of the type
A = B, for two types A and B, namely as (homotopy) equivalences of the
spaces. The type of equivalences between A and B is usually denoted A ≃ B
and the interpretation of the identity type A = B as homotopy equivalences
is captured by adding to type theory the Univalence Axiom (UA), which
gives an equivalence between the types A = B and A ≃ B. In HoTT, one
usually also adds higher inductive types (HITs) to the theory, which are types
defined not only by their terms but also by adding non-trivial higher paths
between terms.

We will not go into more detail about HoTT here, but there is much
material out there for the interested reader. For an excellent introduction to
HoTT for people new to the subject but with a background in mathematics,
see Rijke (2022). For the main book about HoTT, usually referred to as “The
HoTT Book”, written as a collaborative effort by the HoTT community, see
(The Univalent Foundations Program, 2013).

2 Equality in models of set theory in Homotopy
Type Theory

Material set theory and HoTT can both be modeled in each other. In one
direction, there is an interpretation of HoTT in set theory which formalises
the idea of types as spaces by interpreting types as Kan complexes (Kapulkin
and Lumsdaine, 2021). In the other direction, one wants to construct some
type V together with a binary relation ∈ : V → V → V and an interpre-
tation of the language of set theory such that each type corresponding to an
axiom is inhabited.
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As part of the model, one has to give an interpretation of equality. That
is, for each pair of terms x, y : V , one has to give a type R(x, y) which
represents the proposition that the sets represented by x and y are equal.
There are two ways of doing this, either taking the type R(x, y) to be the
identity type x = y, or taking it to be some other type. Models taking the
latter approach are called setoid models, where the word setoid refers to using
some binary relation other than the identity type as equality. Previous work
in this direction include the original model by Aczel (1978), the generalisation
of Aczel’s model by Gallozzi (2019) and the setoid model of non-wellfounded
sets by Lindström (1989). The work by Aczel and Gambino (2006) constructs
a model of set theory by creating an extension of type theory.

In this thesis we take the former approach, namely constructing models
which interpret equality as the identity type. Let us here call such a model
an identity type model, to distinguish it from setoid models. An example of
an identity type model is the one in the HoTT Book, where the type of sets is
constructed as a higher inductive type (Section 10.5). The model which this
thesis builds upon is the one by Gylterud (2018), using the type of iterative
sets. This model is equivalent to the HoTT Book model, but does not use
higher inductive types for its construction.

Identity type models are in a sense the ones which “fit” best inside HoTT.
To see this, note that the principle of indescernibility of identicals holds for
the identity type in HoTT. This is a philosophical principle about equality
which states that if two objects are equal, then any property holds for one if
and only if it holds for the other. In other words, there is no property which
will allow you to discern a difference between two identical objects. This is
instantiated in HoTT by the transport function, which, given a type family
P and a term p : x = y, constructs an equivalence from P x to P y. This
means that any statement you can express in HoTT is invariant under the
identity type. Thus, a model with the identity type for equality will fit well
into HoTT in that any statement you can express will be invariant for two
sets which are equal. This means in particular that any internalisation of a
statement in first order logic (the language used for material set theory) will
be invariant under set equality. If you have a setoid model, you do not get
indescernibility of identicals. For each specific statement, you would need
to manually show that it is invariant under the relation you have chosen. If
the relation is distinct from the identity type there will be statements which
are not invariant under the relation. Such a model is still a valid model and
is useful for establishing consistency results, but it will not fit as seamlessly
into HoTT as an identity type model, which is why we have chosen to focus
on such models here.

The argument above could actually be generalised: given two logical the-
ories which both have a notion of equality, a model of one inside the other,
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with equality in the first interpreted as equality in the second, would be the
most seamless model of the first in the second (supposing that the second
model has indescernibility of identicals). One can also apply this argument
more generally when internalising mathematical concepts in HoTT. There
might be several different ways of defining a concept, but the one which will
be most ergonomic to use is one where the identity type is equivalent to the
usual notion of equality for that concept. This is known as the Structure
Identity Principle (Buss, Kohlenbach, and Rathjen, 2012) (the HoTT Book,
Section 9.8).

3 Sets as trees

The earliest model of material set theory in type theory (HoTT had not
entered the scene at this point in time) is the model by Aczel (1978), which
is a setoid model. All models in this thesis build on the idea of Aczel’s model.
The intuition behind his model is to view material sets as trees. Let us take
a moment to see how this works.

Consider the set x = {∅, {∅}}. We can “unfold” this set into a tree.
Starting at the top level, x has two elements. Thus, we construct a tree
which has x as its root and the two elements ∅ and {∅} as children to the
root:

{∅, {∅}}

∅ {∅}

(1)

In the next step, we unfold the elements ∅ and {∅}. The empty set has no
elements, so as a (sub)tree, it has no children. The set {∅} has one element,
and thus we unfold it into a (sub)tree which has one child. This child is the
tree representing the empty set, which has no children. At this point, we are
done, and we have the following complete tree:

{∅, {∅}}

∅ {∅}

∅

(2)

In this way, we can go from a material set to a tree. But we can also go
the other way—from trees to material sets. To see this, consider the following
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tree:

x

y z

w

(3)

The root of the tree, x, has two children, so it represents a set with
two elements: we write this as { , }. Continuing downwards in the tree, y
represents the empty set since it has no children and z represents a set with
one element, which gives us {∅, { }}. Finally, w represents the empty set,
which means that the whole tree represents the set {∅, {∅}}.

This idea of sets as trees is captured in Aczel’s model by taking the type
WA:U A, relative to a given a type universe U , as the type of sets. This type
can be thought of as a type of trees. It has one constructor:

sup :
∏
A:U

(A→ WA:U A) → WA:U A.

This constructor, together with an elimination principle, makes WA:U A the
initial algebra of the functor X 7→ (

∑
A:U A→ X).

Thinking of the terms of WA:U A as trees, the constructor sup is a function
such that whenever you have some indexed collection of trees, sup adds a root
node and an edge from the root to the root of each of the given trees. As
an example, consider again the tree above. How do we construct this as
a term of WA:U A? Let us start from the bottom this time. The nodes y
and w can be constructed by adding a root to the empty collection of trees.
Specifically, let ex-falso : 0 → WA:U A be the unique map from the empty
type into WA:U A. Then the term sup 0 ex-falso can be visualized as:

(4)

The subtree at the node z is then the one obtained by adding a root to the
tree we just constructed, visualised as:

(5)
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This is thus the term sup 1 (λ 0. sup 0 ex-falso). Finally, the full tree is the
one obtained by adding a root to the collection of the trees corresponding to
the nodes y and z. This can be visualised as:

(6)

This is then the term

sup 2 (λ 0. sup 0 ex-falso;λ 1. sup 1 (λ 0. sup 0 ex-falso)) : WA:U A.

Note that we can construct sets with multiple copies of the same element.
For instance, the term sup 2 (λx. sup 0 ex-falso) represents the set {∅, ∅}.
We thus need to interpret equality in such a way that this term is identified
with sup 1 (λ 0. sup 0 ex-falso), which represents the set {∅}.

In Aczel’s model, equality is therefore taken to be bisimulation. That is,
he defines the binary relation ∼ by induction as:

(sup Af) ∼ (sup B g) :=

(∏
a:A

∑
b:B

f a ∼ g b

)
×

(∏
b:B

∑
a:A

f a ∼ g b

)

and interprets equality as ∼. Under this relation we have

sup 2 (λ . sup 0 ex-falso) ∼ sup 1 (λ 0. sup 0 ex-falso),

as desired.
Aczel then uses ∼ to define the ∈-relation. Viewing the terms of WA:U A

as trees, the idea is that a tree is a member of another tree if the set it
represents is equal to the set represented by a subtree at one of the children
of the root of the other tree. Thus, Aczel says that x : WA:U A is an element
of sup Af : WA:U A if there is some index a : A such that f a ∼ x. More
precisely, he defines the relation (which we will here subscript with ∼)

∈′ : WA:U A→ WA:U A→ Type

x ∈′ (sup Af) :=
∑
a:A

f a ∼ x.

He then proceeds to show that his axioms for constructive set theory,
defined in the same paper, hold in this model.
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Gylterud (2019) considers the same type, WA:U A, but uses instead the
identity type for equality and for the ∈-relation. That is, the membership
relation is defined as:

∈ : WA:U A→ WA:U A→ Type

x ∈ (sup Af) :=
∑
a:A

f a = x.

The identity type on WA:U A is tree isomorphism. Therefore, in this model,
the two terms representing {∅, ∅} and {∅} are distinct, as the two correspond-
ing trees are not tree isomorphic. So what one gets with this definition can
be seen as a model of (higher dimensional) multisets.

The idea of the type of iterative sets (Gylterud, 2018) is to restrict to the
terms of WA:U A which represent proper sets, as opposed to multisets. This
is achieved by taking the subtype V0 of trees where the children of each node
are distinct. This subtype thus contains the term representing {∅}, but not
the one representing {∅, ∅}, as the two children of the root are equal in this
tree. The definition of the membership relation is the same as in the multiset
model, just restricted to the subtype. This gives us a model of (non-multi)set
theory with the identity type for equality.

4 Non-wellfounded sets

So far, we have only considered wellfounded sets. These are sets for which
there is no infinite descending membership chain:

a0 ∋ a1 ∋ a2 ∋ · · ·

For instance, the sets represented by the terms of WA:U A are all wellfounded,
as the terms are wellfounded as trees. Many constructions in mathematics
can be achieved by using such sets. However, there are some notions one
might want to model mathematically, for which it is helpful to also allow sets
which contain an infinite descending membership chain. Such sets are called
non-wellfounded sets. There are many examples in both computer science
and mathematics of non-wellfounded or circular phenomena: state machines,
streams, non-Noetherian rings, etc. It is possible to model these using only
wellfounded sets, but it then needs to be done in a roundabout way. For
such constructions, it can be more convenient to work in a framework which
allows non-wellfounded constructions from the start, giving a motivation for
studying non-wellfounded set theory.

In order to understand the intuition behind non-wellfounded sets, let us
revisit the representation of sets as wellfounded trees introduced in the pre-
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vious section. However, let us here make a change to our previous represen-
tation of sets as trees, and instead represent them as wellfounded graphs‡

(i.e. graphs with no infinite paths). This is acheived by having just one node
representing each distinct set, otherwise the idea is the same. For instance,
the set {∅, {∅, {∅}}} corresponds to the node x in the graph

x

y

w z

(7)

Each of the nodes represent a (unique) set and the edges represent the
∈-relation. Or, in the terminology of non-wellfounded set theory, this graph
has a decoration of sets: each node u can be labeled with a set d u such
that s ∈ d u if and only if there exists some child v of u in the graph such
that d v = s. In other words, d is a decoration if d u = {d v |u → v} for all
nodes u, where u→ v means that there is an edge from u to v in the graph.
For instance, w is decorated with the empty set, as it has no children in the
graph, and thus the decoration is a set which has no elements. Consequently,
z is decorated with the set {∅} as it has one child, w, which is decorated
with ∅. Labeling the nodes in the graph with their decoration we get the
following, decorated graph:

{∅, {∅, {∅}}}

{∅, {∅}}

∅ {∅}

(8)

The axiom of foundation, which implies that all sets are wellfounded, can
then be seen as the statement that there is no infinite path in the graph
corresponding to a set. The idea of non-wellfounded set theory is to remove
this restriction on infinite paths, and say that (some class of) non-wellfounded
graphs have decorations of sets.

It turns out though, that for non-wellfounded sets, the axiom of exten-
sionality is no longer enough to uniquely determine the equality relation.
Recall that the axiom of extensionality states that two sets are equal if and

‡Throughout the thesis the word graph will mean directed graph.
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only if they have the same elements. Now consider the following graph:

• • (9)

A decoration of this graph would be two sets x and y satisfying the following
equations:

x = {x, y} (10)

y = {x} (11)

We may now ask whether x and y are equal. It turns out that both answers
are compatible with the axiom of extensionality.

On one hand, suppose that x ̸= y. Then there is some set, namely y,
such that y ∈ x but y /∈ y, and hence the extensionality axiom holds. On
the other hand, suppose that x = y. Then, for any set z it is the case that
z ∈ x if and only if z ∈ y, and so the extensionality axiom is again intact.
Therefore, when allowing for non-wellfounded sets, we need to include extra
information on when sets are equal, in such a way that the extensionality
axiom still holds. This is done by replacing the axiom of foundation with
some other axiom, which we call an anti-foundation axiom. As seen by the
discussion above, this axiom needs to accomplish two things:

1. state which non-wellfounded sets are allowed and
2. uniquely determine the equality relation.

There are several possible anti-foundation axioms. For an introduction to
non-wellfounded set theory and a comparison of the different anti-foundation
axioms, see (Aczel, 1988). In the following sections we will consider the two
of these which will be modeled in this thesis.

4.1 Aczel’s anti-foundation axiom

Probably the most well-known anti-foundation axiom is what is usually re-
ferred to as Aczel’s anti-foundation axiom (AFA) (Aczel, 1988). The idea be-
hind AFA is to allow all graphs to represent sets. Equality is then uniquely
determined by saying that any two decorations of a graph must be equal.
Concretely, Aczel’s anti-foundation axiom is the statement

AFA: Every graph has a unique decoration.
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With AFA, we can define sets which contain themselves as elements. The
simplest example of such a set is the Quine atom, q, which is the set repre-
sented by the following graph:

• (12)

An alternative way to define this set is as the unique solution to the equation

x = {x}. (13)

In general, given a finite graph, we can write down a set of equations which
the decoration of the nodes satisfies. AFA states that any such set of equa-
tions has a unique solution. The uniqueness of the solution completely char-
acterises equality. For instance, consider again equations (10) and (11). Tak-
ing x = q and y = q is a solution to this system of equations. Since any
solution is unique, it follows that x = y.

4.2 Scott’s anti-foundation axiom

There is another anti-foundation axiom, called Scott’s anti-foundation axiom
(SAFA), first proposed by Dana Scott.§ It comes from his construction of non-
wellfounded sets as non-wellfounded, irredundant trees. A tree is irredundant
if there are no non-trivial tree automorphisms on it. Scott’s anti-foundation
axiom is then the statement that sets are irredundant trees.

We can state this in a way that is closer to AFA, by rephrasing it as a
statement about which graphs have decorations. The idea is that each node
of a graph represents the set given by the unfolding tree starting at that
node. In order to get the irredundant trees, we restrict to Scott extensional
graphs (Aczel, 1988). A graph is Scott extensional if for any two nodes a and
b such that their unfolding trees are tree isomorphic, we have a = b. Scott’s
anti-foundation axiom is then the statement (D’Agostino and Visser, 2002):

SAFA: Every Scott extensional graph has a unique injective dec-
oration.

Assuming SAFA, rather than AFA, we get a different answer to the ques-
tion of whether the decorations x and y of the nodes of the graph (9) are

§This axiom was originally defined in an unpublished paper (Scott, 1960), which the
author has not managed to find a copy of.



xxii Introduction

equal. The unfolding trees corresponding to the nodes can be (partly) visu-
alised as:

•

• •

...
...

...

•

•

• •

...
...

...

(14)

These are not tree isomorphic, and thus the graph is Scott extensional.
Therefore, assuming SAFA, the graph has a unique injective decoration. The
injectivity then implies that x ̸= y.

5 The coalgebraic view of set theory

The intuition behind the models of material set theory in HoTT contained in
this thesis is closely connected to the coalgebraic view of set theory. This view
comes from the relationship between set-like binary relations and coalgebras
for the powerset functor. A binary relation R is set-like if for every x, the
collection of elements y such that (y, x) ∈ R is a set. Given such a relation
R, we construct the coalgebra map which sends an element x to the set of
elements y such that (y, x) ∈ R, i.e. the set of related elements. In the other
direction, given a coalgebra map we construct a binary relation R by taking
(y, x) ∈ R if y belongs to the set given by applying the coalgebra map to x.

Moreover, extensionality holds precisely when the coalgebra map is in-
jective. Given a relation R, construct the coalgebra map as stated above.
Then for elements x and y, the statement that they map to the same set
is precisely the statement that for any z, we have (z, x) ∈ R if and only if
(z, y) ∈ R. Thus, the statement of the extensionality axiom is precisely the
statement that the coalgebra map is injective.

As observed already by Rieger (1957), any fixed point of the powerset
functor gives rise to a model of set theory, except for foundation. (Note
that the coalgebra map of a fixed point is an isomorphism and therefore an
injective map, so the extensionality axiom holds.) Rieger worked in a clas-
sical framework, but this result also holds in HoTT. Showing that the set
theoretic axioms hold amounts to reflecting the corresponding constructions
in the meta-theory, via the isomorphism, into the model. Since HoTT is
constructive, it follows that the model obtained in this way becomes con-
structive.
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Two special fixed points of functors, if they exist, are the initial algebra
and the terminal coalgebra. For the powerset functor, the initial algebra is a
model of set theory with foundation, while the terminal coalgebra becomes
a model of set theory with AFA instead of foundation.

6 Higher level generalisation of set theory

In material set theory, the elementhood relation is proposition-valued. That
is, for any two sets x and y, the statement y ∈ x only contains information
on whether it holds, and no further information or structure. Thus, a model
of set theory where the ∈-relation is interpreted as a family of h-propositions
is in some sense the “correct” way of interpreting material set theory. For
the type of iterative sets, V0, the membership relation becomes proposition-
valued.

However, in HoTT we have higher structure in the form of higher type
levels. One can therefore ask what kind of structure we get if the membership
relation is valued in n-types instead. In the second paper of the thesis we
investigate this question and also construct a model at each type level. For
instance, a model such that the ∈-relation is valued in h-sets can be seen
as the “correct” way to model multisets. That is, the type y ∈ x may
contain several distinct terms, but no higher structure above that. The type
y ∈ x may then be thought of as stating how many times y occurs in x. For
instance, for the multiset {∅, ∅}, the type ∅ ∈ {∅, ∅} is equivalent to the finite
type with two terms, which is an h-set. The investigation into h-set valued
models gives an interesting connection between groupoids and multisets.

7 Formalisation

The contents of this thesis have been formalised in the proof assistant Agda
(The Agda development team, 2024). The formalisation for all three papers
builds on the agda-unimath library of univalent mathematics (Rijke et al.,
2024). In the formalisation, the flag --without-K, which disables UIP, has
been used and the univalence axiom postulated. The repository containing
the formalisation of everything in the thesis, except Section 7 of Paper III,
can be found at: https://git.app.uib.no/hott/hott-set-theory. The
formalisation of Section 7 of Paper III can be found at: https://github.

com/niccoloveltri/aczel-mendler. Throughout the thesis, the Agda logo
will be placed next to results which have been formalised in Agda.
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8 Organisation of the thesis

The first paper contains a closer study of the type of iterative sets, V0. We
show that it forms a Tarski style, internal universe of h-sets, which is itself
an h-set, and which is closed under all the usual types and type formers. One
desirable property of this universe is that the decoding holds up to definitional
equality, which makes it very easy to work with.

We also investigate the category structure induced by the universe struc-
ture, and compare it to the category of h-sets. In particular, we exploit the
fact that the type of iterative sets is an h-set to construct a Category with
Families structure on it, which fails for the category of h-sets.

Paper II then generalises the construction of the type of iterative sets
to construct the type of iterative n-types. It also defines the concept of
an ∈-structure and investigates such structures where the ∈-relation is not
valued in propositions, but rather in n-types. This gives rise to a higher level
generalisation of material set theory. In particular, it gives an interesting
connection between multisets and groupoids, and shows that multisets can
be seen as the first level generalisation of sets.

Finally, Paper III investigates models of non-wellfounded sets in HoTT.
It contains two different models, one of SAFA and one of AFA. The first is
obtained by dualising the construction of the type of iterative n-types, found
in Paper II. The second model is obtained by adapting the Aczel–Mendler
construction of the terminal coalgebra for the powerset functor (Aczel and
Mendler, 1989). This construction relies crucially on propositional resizing,
and is due to Niccolò Veltri, one of the co-authors of the paper. Both models
are such that equality is interpreted as the identity type.
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Abstract

When working in Homotopy Type Theory and Univalent
Foundations, the traditional role of the category of sets, Set, is
replaced by the category hSet of homotopy sets (h-sets); types
with h-propositional identity types. Many of the properties of
Set hold for hSet ((co)completeness, exactness, local cartesian
closure, etc.). Notably, however, the univalence axiom implies
that Ob hSet is not itself an h-set, but an h-groupoid. This is
expected in univalent foundations, but it is sometimes useful to
also have a stricter universe of sets, for example when construct-
ing internal models of type theory. In this work, we equip the
type of iterative sets V0, due to Gylterud (2018) as a refinement
of the pioneering work of Aczel (1978) on universes of sets in type
theory, with the structure of a Tarski universe and show that it
satisfies many of the good properties of h-sets. In particular, we
organize V0 into a (non-univalent strict) category and prove that
it is locally cartesian closed. This enables us to organize it into
a category with families with the structure necessary to model
extensional type theory internally in HoTT/UF. We do this in a
rather minimal univalent type theory with W-types, in particu-
lar we do not rely on any HITs, or other complex extensions of
type theory. Furthermore, the construction of V0 and the model
is fully constructive and predicative, while still being very conve-
nient to work with as the decoding from V0 into h-sets commutes
definitionally for all type constructors. Almost all of the paper
has been formalized in Agda using the agda-unimath library of
univalent mathematics.
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1 Introduction

Foundational theories of mathematics are concerned with collections of math-
ematical objects. Depending on the specific foundation, these collections
might be called sets, classes or types. Among the many schisms of founda-
tional theories, we find the one betweenmaterial and structural. In a material
foundational theory, the objects within a collection have an identity indepen-
dent of the collection, and it is a sensible question to compare elements of
different collections by equality. On the other hand, in a structural theory,
the elements of a collection have no identity separate from the collection, and
the important aspects of a collection are how its structure interacts with the
other collections, for instance through functional relations.

Traditional set theories, such as Zermelo–Fraenkel set theory (ZF), are
material foundational theories: there is a global elementhood relation and a
global identity relation, meaning that all objects of the theory are possible el-
ements of any set and can be compared to any other elements. This gives each
set an inherent structure of membership relations between its elements, the
elements of its elements, and so on. On the other hand, intensional Martin-
Löf type theory (MLTT) (Martin-Löf, 1975) is a structural theory where
the identity type compares only elements of the same type. Furthermore, in
Homotopy Type Theory and Univalent Foundations∗ (HoTT/UF) (The Uni-
valent Foundations Program, 2013) the Univalence Axiom (UA) (Voevodsky,
2010) can be seen in structural terms as saying that structural equivalence
is identity (Awodey, 2013). HoTT/UF also distinguishes its types into h-
levels/n-types: contractible types, h-proposition, h-sets, h-groupoids, and
so on (Voevodsky, 2015). The h-sets correspond to sets as realized by other
structural set theories, while types of higher h-levels are (higher-dimensional)
groupoids which are not primitive objects in other foundational theories.

In type theory, the types are organized into universes, and UA is for-
mulated relative to a specific universe. Thus, one can have both univalent
and non-univalent universes living side by side. Univalence of a universe is

∗We will refer to the book Homotopy Type Theory: Univalent Foundations of Mathe-
matics (The Univalent Foundations Program, 2013) as the “the HoTT Book” throughout
the rest of the paper.
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mostly a positive feature: since every definable operation respects equality,
structures can be transported along equivalences using univalence. One im-
mediate observation is that in a univalent universe containing at least the
booleans, the subuniverse of all h-sets in that universe cannot itself be an
h-set. However, there are situations where it would be useful to have a fam-
ily of h-sets which itself is an h-set. One such situation is when constructing
the set model of type theory, as for example a category with families (CwF)
(Dybjer, 1996), within HoTT/UF. The natural way of doing this would be
to start with a univalent universe U and attempt to equip the corresponding
category of h-sets (hSetU) with a CwF structure. Part of the structure of
a CwF is a presheaf Ty, which is usually formalized in HoTT/UF as a con-
travariant functor from the category into h-sets. The objects of the source
category are thought of as contexts and the Ty-functor specifies what the
types are in a given context. The natural choice when organizing hSetU into
a CwF would be to let Ty(Γ) := Γ → hSetU. Informally, the types in context
Γ are simply families of h-sets (in U) over Γ. However, since hSetU is not an
h-set, this is ill-typed.

The agenda of this paper is to explore how one specific choice of a cumu-
lative hierarchy of h-sets, namely the hierarchy V0 as defined by Gylterud
(2018), can be used as a (non-univalent) universe in HoTT/UF. In particu-
lar, we will study the structural and categorical properties of this inherently
material structure and use it as the basis for a CwF structure. V0 is a good
starting point for our investigation into internal models of type theory since
its construction uses only elementary type-formers: Π-types, Σ-types, W-
types and identity types. In particular, neither the type V0 itself nor the
∈-relation defined on it require higher-inductive types, truncations or quo-
tients. Since V0 is an h-set, and it is closed under the usual type formers, it
assembles into a model of MLTT with uniqueness of identity proofs and func-
tion extensionality, constructed within MLTT+UA. In this work, UA plays
an essential role. We use it to, for instance, characterize the identity type of
V0. Using UA can sometimes result in constructions which lack the nice com-
putational properties one has in bare MLTT. In our case however, since V0

itself is built from elementary type-formers, many of the crucial equations,
such as the ones for decoding type formers in V0, hold definitionally. This
makes V0 extremely ergonomic from a formalization perspective.

Indeed, almost all of this paper has been formalized in the proof assistant
Agda (The Agda development team, 2024)—a dependently typed program-
ming language where one can construct both programs and proofs using the
same syntax. Throughout the paper the Agda logo, , next to a result
is a clickable link to the Agda code for that result. For basic results and
constructions in HoTT/UF, we have used the agda-unimath library (Rijke,
Stenholm, et al., 2024)—a large Agda library of formalized mathematics from
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the univalent point of view. Our formalization is in many places more gen-
eral than the results presented in this paper as many constructions used here
have a generalization to higher h-levels, and it is these generalized construc-
tions that have been formalized. They are used for the Univalent Material
Set Theory developed in Paper II.

1.1 Formal meta-theory and assumptions

While our formalization has been carried out in Agda on top of agda-unimath,
the results in this paper can be obtained in a more modest type theory, and
are modular in the sense that if you strengthen the underlying type theory
with more types, such as quotients or more universes, these will be reflected
in the internal model. The majority of the results assume that one works
in MLTT extended with UA. By “MLTT” we take an intensional version of
MLTT with the same types and type formers as in (Martin-Löf, 1982, Table
2), namely:

• Π-types, denoted
∏
x:AB(x) with application denoted by juxtaposition

and λ-abstraction by λ(x : A).b(x).

• Σ-types, denoted Σx:AB(x) with projections pr1 and pr2.

• W-types, denoted Wx:AB(x) with canonical elements supAf .

• Identity types, denoted a = a′, sometimes subscripted a =A a′ for
clarity, with reflective elements refla : a = a.

• Binary sum types, denoted A+B with injections inl and inr.

• Base types: empty, unit, bool, N, with tt being the canonical element
of unit, true, false the elements of bool, and elements of N denoted by 0
and sn. We also let Finn denote the type with n elements.

• Universes, denoted U, closed under the aforementioned type formers.
For constructions needing more than one universe level, we will sub-
script them U0,U1, · · · ,Uℓ, · · · .

One important difference to (Martin-Löf, 1982) though is that we of course
do not assume equality reflection and instead have intensional identity types
as in (Martin-Löf, 1975). Another difference is that we, for convenience, as-
sume definitional η for Σ-types. Our system is hence very similar to Mart́ın
Escardó’s spartan MLTT (M. H. Escardó, 2019) and the basic system used
in UniMath (Voevodsky, Ahrens, Grayson, et al., 2020), but with the addi-
tion of W-types. The only construction going beyond this is the construction



1 Introduction 7

of set quotients in Section 3.3, which assumes that the universe has set quo-
tients. The construction of subuniverses in Section 3.5 also naturally assumes
that the starting universe has subuniverses as well. But even with these ex-
tensions, the development is completely constructive and predicative, in par-
ticular we do not rely on LEM, AC, or any resizing principles (Voevodsky,
2011).

For convenience, we also rely on definitions and notational conventions
from the the HoTT Book. Among these are:

• Definitional/judgmental equality is denoted by ≡.

• Homotopy of functions is denoted f ∼ g, with refl-htpy denoting λa.refl

• Type equivalence is denoted A ≃ B with identity equivalence id-equiv :
A ≃ A.

• h-levels/n-types, in this paper we mainly work with types in hPropU
and hSetU, i.e. the h-propositions and h-sets in a given universe.

• We use pattern-matching freely in definitions and proofs, instead of
explicit eliminators.

1.2 Contributions of the paper

While Section 2 sets the stage by recounting the definition of V0, the foun-
dation of this paper’s contributions is built in Section 3: we show that V0

forms a Tarski-style universe closed under Π-types, Σ-types, identity types,
coproducts, set quotients, and that it contains basic types like empty, unit,
bool, N and a hierarchy of subuniverses. Proposition 1 is central to this, as
it characterizes the small types representable in V0 as those which can be
embedded into it. Since the decoding of all type formers is definitional, this
gives an ergonomic universe of h-sets which itself is an h-set, which can be
used in HoTT/UF. In Section 4 we shed light on the categorical properties of
V0. In particular, we show that it is a locally cartesian closed category, with
finite limits and colimits, and that there is a full and faithful functor back
to hSetU which preserves this structure. The final technical contribution is
the construction of an extensional model of MLTT internal in MLTT+UA,
based on V0. This is done by giving CwF structure to V0. The formalization
of this includes contributions to agda-unimath, in particular the definition of
a CwF with associated structure. A bibliographic contribution can be found
in Section 6, where we compare our constructions to existing developments
on the relationship between set theory and type theory. This relationship
has taken many forms over the years, and goes back to the 1970s.
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2 Definition of V0 and its basic properties

The ideas behind V0 trace back to The type theoretic interpretation of con-
structive set theory by Aczel (1978). In op. cit., Aczel constructed a model
of set theory in dependent type theory relying upon a non-trivial defined
equality relation on the underlying type of the model in order to (hereditar-
ily) force set-extensionality. This underlying type of the model is what we in
modern parlance would call a W-type. To construct V0, we opt to carve out
a subtype of a W-type rather than take such a quotient. Instead of defin-
ing an equivalence relation which identifies the elements of the W-type which
represent the same set, we shall identify a subtype of the W-type which con-
tains only the canonical representations of each (iterative) set. Thus, we get
a model of set theory in type theory where the equality is interpreted as the
identity type and no further non-trivial identifications are required.

In this section we will review the definition of V0 and prove some prop-
erties about it. In particular, we will show that V0 is an h-set. In order to
define V0, we start by recalling the W-type Aczel used: “the unrestricted it-
erative hierarchy”. It is the type of well-founded trees with branching types
chosen freely from a fixed universe Uℓ.

Definition 1 ( ). Given a universe Uℓ, we define the type V∞
ℓ as

V∞
ℓ := WA:Uℓ

A

We will usually omit the universe level ℓ for Uℓ and V∞
ℓ , and write simply

U and V∞. When seeing V∞ as a type of sets, an element supAf : V∞

represents a set whose elements are indexed by the type A : U. The function
f : A → V∞ picks out the element at each index. Since the function f
need not be injective, the same element can be picked out several times.
Indeed, the role of Aczel’s equivalence relation on this type was to erase this
multiplicity. If we instead omit this further identification V∞ can be seen as
a type of multisets (Gylterud, 2019).

Notation 1. Given x : V∞, we follow Aczel (1978) and define a pair of
operations x : U and x̃ : x→ V∞, as follows:

supAf := A supAf
:

:= f

We present two characterizations of equality in V∞ as both are useful in
different contexts. We note that both characterizations rely on univalence.

The first is an instance of a more general characterization of equality in
W-types (Gylterud, 2019, Lemma 1). It states that two elements are equal
if they have equivalent underlying indexing types and this equivalence is
coherent with respect to the functions picking out the elements.

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#2146
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Theorem 1 ((Gylterud, 2019, Theorem 1), ). For two elements x, y : V∞

the canonical map

(x = y) →

 ∑
e:x≃y

x̃ ∼ ỹ ◦ e


which sends refl to (id-equiv, refl-htpy), is an equivalence.

The second characterization of equality in V∞ states that two elements
in V∞ are equal when the functions picking out the elements are fiberwise
equivalent. Intuitively, this means that they pick out the same elements the
same number of times. One can think of this characterization of equality as
a higher level generalization of the axiom of extensionality.

Theorem 2 ((Gylterud, 2019, Theorem 2), ). For two elements x, y : V∞

the canonical map

(x = y) →
∏
z:V∞

fib x̃ z ≃ fib ỹ z

which sends refl to λz.id-equiv, is an equivalence.

Proof. We reproduce the proof here for convenience. We have the following
chain of equivalences:

(x = y) ≃

 ∑
e:x≃ y

x̃ ∼ ỹ ◦ e

 ≃

(∏
z:V∞

fib x̃ z ≃ fib ỹ z

)

The first equivalence is the one constructed in Theorem 1. The second
equivalence is proven by Gylterud (2019, Lemma 5). One directly checks
that the constructed equivalence computes as desired for refl.

We will not dwell much on our structures being models of material set
theory, but rather focus on their structural properties in this paper. However,
we will define the elementhood relation on V∞ following Gylterud (2019).
This elementhood relation, and its well-foundedness, will be used in later
constructions.

Definition 2 (Elementhood, ). We define ∈ : V∞ → V∞ → U by

x ∈ y := fib ỹ x

In particular, for canonical elements we get

(x ∈ supAf) ≡

(∑
a:A

f a = x

)

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#2806
https://elisabeth.stenholm.one/category-of-iterative-sets/e-structure.from-T-coalgebra.html#1124
https://elisabeth.stenholm.one/category-of-iterative-sets/e-structure.from-T-coalgebra.html#1047
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The exensionality property of Theorem 2 can now be reformulated as an
equivalence

(x = y) ≃

(∏
z:V∞

z ∈ x ≃ z ∈ y

)
By virtue of univalence, we obtain this extensionality result without taking
quotients by set extensionality or bisimulation like Aczel does. In particular,
we are able to avoid working with quotients or setoids while still achieving
the equivalence above.

Note that x ∈ y need not be an h-proposition, i.e., y could contain several
instances of x. This is because, as discussed above, there is no restriction on
the function ỹ and its fibers. We will soon focus our attention to a subtype
of V∞ where these fibers are h-propositions, i.e., where they have at most
one inhabitant. But first, we will look at how some familiar sets can be
represented in V∞.

We define the empty set as follows:

∅ := sup empty empty-elim

This represents the empty set since for any x : V∞, the type x ∈ ∅ is empty.
Given x : V∞ we can construct the singleton containing x as follows:

{x} := sup unit (λ .x)

The type x ∈ {x} is inhabited by (tt, refl). Indeed, for any y : V∞, there is
an equivalence (y ∈ {x}) ≃ (y = x).

We can also construct the unordered pair of two elements x, y : V∞:

{x, y} := sup bool (λb.if b thenx else y)

For any z : V∞, the type z ∈ {x, y} is equivalent to (z = x) + (z = y). Note
in particular that the type x ∈ {x, x} is equivalent to (x = x) + (x = x),
which contains at least two distinct elements. Thus, {x, x} is a multiset
which contains two copies of x. Using images one can whittle this down to
an iterative set, see Paper II for details on the various types of pairing in
higher h-levels.

In order to construct a universe of sets we need to ensure that the ∈-
relation is h-proposition valued, i.e., that any element occurs at most once
in a set. As the type x ∈ y is the type of homotopy fibers of ỹ over x, this
type would be an h-proposition if ỹ was an embedding:

Definition 3 ((the HoTT Book, Definition 4.6.1), ). A function f : A→
B is an embedding if ap f x y : x = y → f x = f y is an equivalence for all
x y : A.

https://elisabeth.stenholm.one/category-of-iterative-sets/foundation-core.embeddings.html#1086
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We write is-emb f for the type of proofs that f is an embedding and
f : A ↪→ B for

∑
f :A→B is-emb f . A key observation about embeddings is:

Lemma 1 ((the HoTT Book, Lemma 7.6.2), ). A function f : A → B
is an embedding if and only if it has h-propositional fibers.

This motivates Gylterud’s definition of iterative sets in HoTT/UF (Gyl-
terud, 2018):

Definition 4 (Iterative sets, ). We define is-iterative-set : V∞ → U as

is-iterative-set (supAf) := (is-emb f)×

(∏
a:A

is-iterative-set (f a)

)

The idea is to pick out those elements x : V∞ for which the function that
selects elements is an embedding and such that the elements of x satisfy the
same criterion, recursively. This means that any y : V∞ element is a member
of x at most once and, consequently, x encode a set rather than a multiset.
For these sets the ∈-relation becomes h-proposition valued by Lemma 1, as
desired.

Not all the elements in V∞ are iterative sets. For example, the unordered
pair {∅, ∅} from above is not an iterative set as the function in the definition
is not an embedding.† On the other hand, the empty set, ∅, is an iterative
set, since empty-elim is always an embedding, regardless of the codomain.
Moreover, for any iterative set x : V0, the singleton {x} is an iterative set
since any map from an h-proposition into an h-set is an embedding (we will
see that V0 is an h-set in Theorem 3). Furthermore, if x and y are distinct
iterative sets then {x, y} is also an iterative set. To see this, it suffices to
verify that the below map ϕ : bool → V0 is an embedding if it is injective:

ϕ b := if b thenx else y

Given b1, b2 : bool, either b1 = b2, in which case we are done, or b1 ̸= b2, in
which case we get a path between x and y, from which the result follows by
assumption.

Definition 5 (Type of iterative sets, ). We define the type of iterative
sets as follows:

V0 :=
∑

x:V∞
is-iterative-setx

†There is a different way to construct pairs which does yield an iterative set when
applied to iterative sets. For details, see the proof of the the axioms of Myhill’s constructive
set theory given by Gylterud (2018).

https://elisabeth.stenholm.one/category-of-iterative-sets/foundation-core.propositional-maps.html#2019
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#3053
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#3823
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We will extend the previously introduced notation to apply to iterative
sets:

(supAf, p) := A (supAf, p)
:

:= f

Moreover, the elementhood relation ∈ defined on V∞ gives rise to an ele-
menthood relation for V0 given by projecting out the underlying elements in
V∞ and applying ∈: for any x, y : V0 we let x ∈ y := pr1 x ∈ pr1 y. We use
the same notation for both relations, as it will be clear from context which
one is meant.

Lemma 2 ( ). For all x : V∞, the type is-iterative-setx is an h-proposition.

Proof. This follows by induction on x : V∞, together with the fact that being
an embedding is an h-proposition.

Corollary 1 ( ). The projection pr1 : V
0 → V∞ is an embedding, i.e. V0

is a subtype of V∞.

Proof. This is an instance of the fact that for any type A and family P of h-
propositions over A, the first projection pr1 :

∑
a:A P a→ A is an embedding.

Having an embedding V0 ↪→ V∞ means that equality in V0 is exactly
equality of the corresponding elements in V∞. Since we have already charac-
terized equality in V∞, we can use this characterization to show that V0 is
an h-set.

Theorem 3 ( ). V0 is an h-set.

Proof. For (x, p), (y, q) : V0 we have a chain of equivalences:

((x, p) =V0 (y, q)) ≃ (x =V∞ y) ≃

(∏
z:V∞

z ∈ x ≃ z ∈ y

)

The first equivalence is the characterization of equality in subtypes. The
second is Theorem 2. Note that z ∈ x ≡ fib x̃ z, and x̃ is an embedding by
p. Thus z ∈ x is an h-proposition. The same holds for z ∈ y. Thus, the
rightmost type in the chain of equivalences above is a family of equivalences
between h-propositions, and is thus an h-proposition. It then follows that
the type (x, p) =V0 (y, q) is an h-proposition.

Given a type A : U and an embedding f : A ↪→ V0, we can construct
an element of V0. This function is the counterpart to sup for V∞, and while
it is not formally a constructor it behaves like one in that the recursion
and elimination principles, with fitting computation rules, are provable for it
(Paper II).

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#3205
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#4044
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#17196
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Remark 1. The underscores in the constructions below denote proof terms
for the h-propositions involved. We omit these for readability, and refer the
interested reader to the formalization.

Definition 6 ( ). We define the following function:

sup0 :

(∑
A:U

A ↪→ V0

)
→ V0

sup0 (A, f) := (supA (π0 ◦ f), )

Similarly, given an element of V0, we can extract the underlying type and
embedding.

Definition 7 ( ). We define the following function:

desup0 : V0 →

(∑
A:U

A ↪→ V0

)
desup0 (supAf, ) := (A, (f, ))

By virtue of being a W-type, V∞ is the initial algebra to the polynomial
functor

X 7→

(∑
A:U

A→ X

)
Similarly, V0 is the initial algebra for the functor X 7→ (

∑
A:U A ↪→ X),

even though this functor is not polynomial. The initiality induces an equiv-
alence V0 ≃

(∑
A:U A ↪→ V0

)
, realized by the maps sup0 and desup0 above.

These results are due to Paper II, which extends this construction to a whole
hierarchy of functors X 7→ (

∑
A:U A ↪→n X), for n : N−1. Each of these have

an initial algebra, given by a higher level generalization of V0.

3 V0 as a universe à la Tarski

The type V0 can be thought of as a type of material sets, in the sense that
V0 together with the binary relation ∈ is a model of constructive set theory
(Gylterud, 2018). This section demonstrates that, more type-theoretically,
V0 can be organized into a universe à la Tarski. In this way, V0 becomes
a universe of h-sets which is itself an h-set. Furthermore, V0 is a strict
universe in the sense that the decoding from codes to types is definitional.
For instance, the decoding of the code for the natural numbers is definitionally
equal to the type of natural numbers, and the decoding of a Π- or Σ-type of
a family is the actual Π- or Σ-type of the decoding of the family.

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#5749
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#6288
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We begin by defining the decoding family for our universe, V0, as the
underlying index type for each of its elements.

Definition 8 (Decoding, ). We define the decoding function El0 : V0 →
U by

El0 x := x

It is easy to prove that the decoding of each code in V0 is also an h-set:

Theorem 4 ( ). For every x : V0 the type El0 x is an h-set.

Proof. Recall that x̃ embeds El0 x into V0. By Theorem 3 V0 is an h-set.
Since any type which embeds into an h-set is an h-set, it follows that El0 x is
an h-set.

Note that for any A : U and embedding f : A ↪→ V0 we have the def-
initional equality El0 (sup0 (A, f)) ≡ A. That is, if we construct a code for
a type in U using sup0 (which is what we usually do), then the decoding of
this code is definitionally equal to the type we started with. This is very
convenient when working with the universe V0, especially for formalization.

As a universe, V0 contains codes of all the traditional type formers as
long as they are present in the underlying universe, U. Using sup0, one can
construct a code for a given type A : U in V0 if there is an embedding A ↪→ V0.
In fact, there is a code for A in V0 precisely when it can be embedded into
V0.

Proposition 1 ( ). For any A : U there is an equivalence(
A ↪→ V0

)
≃

(∑
a:V0

El0 a = A

)
Proof. The maps back and forth are

α :
(
A ↪→ V0

)
→
∑
a:V0

El0 a = A

αf := (sup0 (A, f) , refl)

β :

(∑
a:V0

El0 a = A

)
→ (A ↪→ V0)

β (a, refl) := ã

We compute as follows:

α(β(a, refl)) ≡ α(ã) ≡ (sup0 (a, ã) , refl) = (a, refl)

pr1 (β(α f)) ≡ pr1
(
β(sup0 (A, f) , refl)

)
≡ pr1

(
sup0 (A, f)
:)

≡ pr1 f

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#6525
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#17117
https://elisabeth.stenholm.one/category-of-iterative-sets/fixed-point.internalisations.html#1344
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Thus, α is a quasi-equivalence and therefore an equivalence.

We emphasize that the definitional equation El0 (sup0 (A, f)) ≡ A sim-
plifies the definition of α as we may then use refl for the second argument.
Moreover, β ◦ α definitionally preserves the function underlying the embed-
ding. The same is not true of the witness that this function is an embedding,
but such witnesses belong to a contractible type and can safely be ignored.

3.1 Basic types

We now construct codes for some basic types in V0.

Proposition 2 ( ). V0 contains the empty type, unit type and booleans.

Proof. We define the elements empty0, unit0, bool0 : V0 as follows:

empty0 := ∅
unit0 := {∅}
bool0 := {∅, {∅}}

There were all verified to be iterative sets in Section 2.

We note that the expected equations hold up to definitional equality:

El0 empty0 ≡ empty, El0 unit0 ≡ unit and El0 bool0 ≡ bool.

Proposition 3 ( ). V0 contains the natural numbers.

Proof. By Proposition 1 it is enough to construct an embedding N ↪→ V0.
Here there is a choice of encoding of the naturals in V0 and several encodings
are possible. We will use the von Neumann encoding and show that this is
an embedding.

First we define the successor function in V0:

suc0 : V0 → V0

suc0 x := sup0 (x + unit, φx)

In the above, φx : x + unit → V0 is defined as follows:

φx (inl a) := x̃ a

φx (inr b) := x

To see that the map φx is an embedding, note that for any z : V0 the fiber
fibφx z is equivalent to (z ∈ x) + (x = z). Both summands are h-propositions

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#17436
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#20911
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and they are disjoint: if they were both inhabited we could derive x ∈ x which
contradicts the well-foundedness of ∈ (Paper II).

The von Neumann encoding of the natural numbers is then the function:

f : N → V0

f 0 := ∅
f (sn) := suc0 (f n)

It remains to show that f is an embedding. As N and V0 are both h-sets
it suffices that f is injective. Observe that f x ≃ Finx, so if f n = f m then
Finn ≃ Finm from which n = m follows.

Having shown that f : N → V0 is an embedding, we define the (code for
the) natural numbers in V0 as follows:

N0 := sup0 (N, f)

Note, again, that the decoding holds up to definitional equality:

El0N0 ≡ N

3.2 Type formers

We now turn to closing V0 under the standard type formers. For these
constructions we will need ordered pairs.

Lemma 3 ( ). There is an ordered pairing operation ⟨ , ⟩ : V0×V0 ↪→ V0.

Proof. Ordered pairs are constructed using the Norbert Wiener encoding.
The details of this construction can be found in the proof of Theorem 7 in
Paper II.

Proposition 4 ( ). V0 is closed under Π-types.

Proof. Let x : V0 and y : El0 x → V0. By Lemma 12 in Paper II there is an
embedding:

graphx,y :

 ∏
a:El0 x

El0 (y a)

 ↪→ V0

This map sends φ :
∏
a:El0 x El

0 (y a) to the element

sup0
(
El0 x, λa.⟨x̃ a, (̃y a) (φa)⟩

)
.

The Π-type is then defined as follows:

Π0 x y := sup0

 ∏
a:El0 x

El0 (y a), graphx,y



https://elisabeth.stenholm.one/category-of-iterative-sets/fixed-point.unordered-tupling.html#10439
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#18781
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The decoding holds up to definitional equality:

El0
(
Π0 x y

)
≡
∏
a:El0 x

El0 (y a)

Corollary 2 ( ). V0 is closed under (non-dependent) function types. Let
x→0 y denote the code for the type El0 x→ El0 y.

Proposition 5 ( ). V0 is closed under Σ-types.

Proof. Let x : V0 and y : El0 x→ V0. Define a putative embedding as follows:

f :

 ∑
a:El0 x

El0 (y a)

→ V0

f (a, b) := ⟨x̃ a, (̃y a) b⟩

This is the composition of two embeddings: ⟨ , ⟩ and λ(a, b).(x̃ a, (̃y a) b) and
therefore an embedding. The last function is an embedding because x̃ is an

embedding and as is (̃y a) for every a : El0 x. We may now define the code
for Σ-types:

Σ0 x y := sup0

 ∑
a:El0 x

El0 (y a) f


The decoding holds up to definitional equality:

El0
(
Σ0 x y

)
≡
∑
a:El0 x

El0 (y a)

Corollary 3 ( ). V0 is closed under cartesian products. Let x×0 y be the
code for El0 x× El0 y.

In order to construct coproducts in V0 we need two lemmas about em-
beddings.

Lemma 4 ( ). Given types Y , Z and h-set X with a point x0 : X, any
embedding f : X × Y ↪→ Z gives rise to an embedding by fixing the first
coordinate: f (x0, ) : Y ↪→ Z.

Proof. We need to show that for any z : Z, the fiber of f (x0, ) over z is an
h-proposition. But the following chain of equivalences holds:∑

y:Y

f (x0, y) = z

 ≃

∑
y:Y

∑
∑

x:X(x=x0)

f (x, y) = z


≃

 ∑
((x,y),p):fib f z

x = x0



https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#19551
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#19098
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#19606
https://elisabeth.stenholm.one/category-of-iterative-sets/foundation.propositional-maps.html#2885
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The last type is an h-proposition since fib f z is an h-proposition by Lemma 1
and for each ((x, y), p) : fib f z, the type x = x0 is an h-proposition.

Lemma 5 ( ). Given types X, Y , and Z together with embeddings f :
X ↪→ Z and g : Y ↪→ Z. If f x ̸= g y for all x : X and y : Y then the
following map is an embedding:

h : X + Y → Z

h (inlx) := f x

h (inr y) := g y

Proof. Let s, t : X + Y . We need to show that aph : s = t→ h s = h t is an
equivalence. Using induction on coproducts, there are two kinds of cases to
consider: when s and t lie in different summands, and when they lie in the
same one.

First, suppose without loss of generality that s ≡ inlx and t ≡ inr y.
In this case we need to show that aph : inlx = inr y → f x = g y is an
equivalence. But both types are empty, so any map between them is an
equivalence.

Now, suppose without loss of generality that s ≡ inlx and t ≡ inlx′. We
need to show that aph : inlx = inlx′ → f x = f x′ is an equivalence. But
note that the following diagram commutes:

x = x′ inlx = inlx′

f x = f x′

ap inl

ap f aph

Since both ap f and ap inl are equivalences it follows that aph is an equiva-
lence.

Proposition 6 ( ). V0 is closed under coproducts.

Proof. Let x, y : V0. Define the map

f : El0 x + El0 y → V0

f (inl a) := ⟨empty0, x̃ a⟩
f (inr b) := ⟨unit0, ỹ b⟩

By Lemma 4 both λa.⟨empty0, x̃ a⟩ and λb.⟨unit0, ỹ b⟩ are embeddings. More-
over, suppose ⟨empty0, x̃ a⟩ = ⟨unit0, ỹ b⟩ for some a : El0 x and b : El0 y. It
then follows that empty0 = unit0, which is a contradiction. Therefore, by
Lemma 5 we conclude that f is an embedding.

We now define the coproduct:

x +0 y := sup0 (El0 x + El0 y, f)

https://elisabeth.stenholm.one/category-of-iterative-sets/foundation.equality-coproduct-types.html#8672
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#19661
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Note that the decoding holds up to definitional equality:

El0 (x +0 y) ≡ El0 x + El0 y

Proposition 7 ( ). V0 is closed under identity types.

Proof. Let x : V0 and a, a′ : El0 x. Define the following map:

f : a = a′ → V0

f p := ∅

This is an embedding as it is a map from an h-proposition into an h-set. The
identity type in V0 is then defined as follows:

Id0 x a a′ := sup0 (a = a′, f)

The decoding holds up to definitional equality:

El0 (Id0 x a a′) ≡
(
a = a′

)
We emphasize that El0 x is an h-set for any for any x : V0. Accord-

ingly, Id0 x a a′ is necessarily a proposition for any a, a′ : El0 x. In particular,
Id0 x a a′ satisfies UIP. As this identity type represents internalizes the am-
bient identity type, other expected properties of the identity type (such as
function extensionality) also hold.

3.3 Set quotients

In order to define set quotients in V0, we must assume that these quotients
exist in our starting universe U. More specifically, we first assume that there
is a function of the following type

−/− :
∏
A:U

(A→ A→ U) → hSetU

We then ensure that A/R realizes the quotient of A by the relation R
by requiring a map [−]R : A → A/R such that Ra b → [a]R = [b]R for all
a, b : A. We also assume a suitable elimination principle: given a family of
h-sets P : A/R → hSetU, we can construct a function

∏
x:A/R P x from a

function q :
∏
x:A/R P [a]R which coheres with the map Ra b → [a]R = [b]R.

The require that function we get satisfies a coherence condition, and if we
precompose it with the quotient map [−]R we get back q. (For the exact
assumptions, see the formalization .)

While we don’t need to assume that R : A → A → U is an equivalence
relation (h-propositional, symmetric, reflexive, transitive), the constructions

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#20985
https://elisabeth.stenholm.one/category-of-iterative-sets/set-quotient.html


20 Paper I: The Category of Iterative Sets in HoTT/UF

below will use the fact any R induces an equivalence relation |R| : A→ A→
hPropU defined by |R| a b := ([a]R = [b]R).

To streamline the process, we will use an interesting formulation of equiv-
alence relations:

Lemma 6. Given a relation R : A → A → hPropU, the following are equiv-
alent:

• R is an equivalence relation

• Ra b ≃
∏
c:A (Ra c ≃ Rb c) for all a, b : A

• Ra b ≃ (Ra =A→U Rb) for all a, b : A

Proof. Since R is an (h-propositional) binary relation, the above statements
are all h-propositions. The last two are equivalent by function extensionality
and univalence. It thus remains to show that being an equivalence relation
is equivalent to one of the last two–we choose the middle one.

Assume that R is an equivalence relation. Everything in sight is an h-
proposition, so the equivalences are logical equivalences. Thus, assume that
Ra b. Then we get a map

∏
c:ARa c ↔ Rb c by transitivity and symmetry.

In the other direction, if
∏
c:ARa c ↔ Rb c, choose c = a in order to obtain

Raa↔ Ra b. Since R is reflexive, we get Ra b.
Conversely, assume Ra b ≃

∏
c:A (Ra c ≃ Rb c) for all a, b : A. To show

reflexivity, let b = a and notice that
∏
c:A (Ra c ≃ Ra c) has a canonical

element, from which we obtain Raa. Symmetry is obtained by observing
that

∏
c:A (Ra c ≃ Rb c) ≃

∏
c:A (Rb c ≃ Ra c) and hence Ra b ≃ Rba. For

transitivity, remember that Ra b gives
∏
c:A (Ra c ≃ Rb c), thus if we have

Rb c we get Ra c by following the backwards direction of the equivalence.

The property Ra b ≃
∏
c:A (Ra c ≃ Rb c) for all a, b : A essentially states

that the equivalence classes of R behave well. Tangentially, we note that this
requirement make sense even when R is a general binary family, not only of
h-propositions. Thus, this property might make for interesting future study.

Proposition 8 ( ). V0 is closed under set quotients. That is, given
a : V0 and R : El0 a → El0 a → U there is a/0R : V0 such that El0 (a/0R) ≡
(El0 a)/R.

Proof. By Proposition 1 it suffices to construct an embedding El0 a/R ↪→ V0.
We define f : El0 a → V0 and prove that for any x, x′ : El0 a we have
([x]R = [x′]R) ≃ (f x = f x′). By the elimination principle for set quotients,
this will induce an embedding El0 a/R ↪→ V0.

Thus, let f x = sup0
(∑

y:El0 a |R|x y, ã ◦ pr1
)
, and observe the chain of

equivalences:

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#23635
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(f x =f x′)

≡

sup0

 ∑
y:El0 a

|R|x y, ã ◦ pr1

 = sup0

 ∑
y:El0 a

|R|x′ y, ã ◦ pr1


≃

∑
α:(

∑
y:El0 a |R|x y)≃(

∑
y:El0 a |R|x′ y)

ã ◦ pr1 = ã ◦ α ◦ pr1

≃
∑

α:(
∑

y:El0 a |R|x y)≃(
∑

y:El0 a |R|x′ y)

pr1 = α ◦ pr1

≃
∏
y:El0 a

|R|x y ≃ |R|x′ y

≃ |R|xx′

≡
(
[x]R = [x′]R

)
Note that we have used the characterization of equivalence relations given

by Lemma 6 in the next to last step.

Remark 2. We note that our choice of embedding to define a/0R : V0 is
similar to the construction of set quotients using type-theoretic replacement
due to Rijke (2017).

3.4 Using the type formers

Using the types and type formers in V0 we can construct new types. The
decoding of these composite types will then hold up to definitional equality.
For example, given elements x, y : V0, a map f : El0 x→ El0 y and b : El0 y we
can define the code for the fiber of f over b as

fib0 f b := Σ0 x (λa.Id0 y (f a) b)

After applying the decoding function, we get obtain the following definitional
equality:

El0
(
fib0 f b

)
≡ fib f b

3.5 Universes

The flexible handling of hierarchies of universes is a key feature of depen-
dent type theory. It makes it easy to formalize higher order concepts,
and mathematical structures. Our universe construction retains this abil-
ity, and in this subsection we demonstrate that by observing that the types
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V0
0,V

0
1, · · · ,V0

ℓ , · · · form a hierarchy of universes, where each universe occurs
as a type with a code in the next.

Proposition 9 ( ). For any universe level ℓ there is a code V0
ℓ -code : V

0
ℓ+1

for V0
ℓ with the definitional equality El0 V0

ℓ -code ≡ V0
ℓ

Proof. Given a universe level ℓ, we need to construct an embedding V0
ℓ ↪→

V0
ℓ+ . For this, we start by constructing an embedding V∞

ℓ ↪→ V∞
ℓ+ . Thus

define the map

φ : V∞
ℓ → V∞

ℓ+

φ (supAf) := supA (φ ◦ f)

(Note that we are using cumulative universes in the ambient type theory,
so A : Uℓ+ whenever A : Uℓ.) To show that φ is an embedding, let
supAf, supB g : V∞

ℓ be arbitrary elements. We need to show that

apφ : supAf = supB g → supA (φ ◦ f) = supB (φ ◦ g)

is an equivalence. First, note that the following diagram commutes:∑
X:Uℓ

X → V∞
ℓ

∑
X:Uℓ+

X → V∞
ℓ+

V∞
ℓ V∞

ℓ+

sup

λ(X,h).(X,φ◦h)

sup

φ

The map sup is an equivalence, so φ is an embedding if and only if the
top map is an embedding. Thus we need to show the following to be an
equivalence:

ap (λ(X,h).(X,φ ◦ h)) : (A, f) = (B, g) → (A,φ ◦ f) = (B,φ ◦ g)

While we might hope to argue that this is a fiberwise embedding and there-
fore the total map is an embedding as well. Unfortunately, our induction
hypothesis does not state that φ is an embedding, i.e., that ap is an equiv-
alence for all elements. It only ensures that it is an equivalence for some
elements. We must then take a different path and instead note that the
diagram below commutes.

(A, f) = (B, g) (A,φ ◦ f) = (B,φ ◦ g)

∑
e:A≃B f ∼ g ◦ e

∑
e:A≃B φ ◦ f ∼ φ ◦ g ◦ e

≃

ap (λ(X,h).(X,φ◦h))

≃

λ(e,H).(e,apφ◦H)

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.html#16171
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The vertical maps are provided by Theorem 1. Using 3-for-2, the top map
is an equivalence if and only if the bottom one is an equivalence. We now
note that it suffices to check this property on fibers, so we need to show that
given e : A ≃ B, the following map is an equivalence:

(λH.apφ ◦H) : f ∼ g ◦ e→ φ ◦ f ∼ φ ◦ g ◦ e

We now recall that postcomposition by a family of maps is an equivalence
if it is a family of equivalences. Finally, we must argue that apφ : f a =
g (e a) → φ (f a) = φ (g (e a)) is an equivalence for all a : A. This follows
from the induction hypothesis. Thus, we conclude that φ : V∞

ℓ → V∞
ℓ+ is an

embedding.
To argue that this equivalence restricts to V0, we must show this equiva-

lence sends iterative sets to iterative sets. Thus let supAf : V∞
ℓ be such that

f is an embedding and f a is an iterative set for all a : A. We must argue
that supA (φ ◦ f) is an iterative set. But the map φ ◦ f is an embedding as
the composition of two embeddings. Moreover, by the induction hypothesis,
for any a : A, φ (f a) is an iterative set since f a is an iterative set.

Therefore, φ is an embedding from V0
ℓ into V0

ℓ+ . The code for V0
ℓ in V0

ℓ+

is thus defined as

V0
ℓ -code := sup0 (V0

ℓ , φ)

Note that the decoding holds up to definitional equality:

El0 V0
ℓ -code ≡ V0

ℓ

Proposition 10. V0 is not a univalent universe.

Proof. For x, y : V0, x = y is an h-proposition as V0 is an h-set, but El0 x ≃
El0 y is in general a proper h-set.

4 V0 as a category

The universe structure on V0 induces a category with a full and faithful
functor into hSetU. In this section, we define this category and show that
it is closed under many essential constructions (finite limits and colimits,
exponentials, and more). This category provides another concrete way for us
to measure the adequacy of V0 as a replacement for hSetU; the former induces
a closely related category to the latter, sharing many similar properties.

Definition 9 ( ). Let V be the category with

• ObV := V0

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.category.html#428
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• HomV (x, y) := El0 x→ El0 y

• id and ◦ are simply the identity function and function composition.

All laws hold by refl as id and ◦ are the identity and composition from
the ambient type theory. For x, y : V0, the type Hom (x, y) is an h-set as it
consists of functions into an h-set.

Note that we will take category to denote what the the HoTT Book calls
“precategory”, univalent category to denote what the book calls “category”,
and strict category to denote a category where the objects form an h-set.
Hence, V is a strict category as V0 is an h-set.

The following holds more-or-less by construction:

Lemma 7 ( ). The map El0 induces a full and faithful functor from V to
hSetU.

Clearly, V is not a univalent category since it possesses objects with non-
trivial automorphisms, but the type of objects in V is an h-set. Still, one
might ask if El0 is an equivalence of categories. This does not appear to be
true in general, but can be implied by further axioms. For instance, the axiom
of choice implies that El0 is an equivalence. The core of this is whether every
type in U can be equipped with an iterative set-structure—a property known
as well-founded materialization. We discuss this further in Section 6.4.

Fortunately, even without additional axioms we are able to show that V
retains much of the essential structure of hSetU and that El0 preserves many
important categorical constructions. In order to show that V is closed under
some categorical structure, it therefore suffices to break the process into two
stages:

1. Show that hSetU is closed under e.g., finite limits, exponentials, etc.

2. Show that the objects involved land in the image of El0.

Better still, hSetU is well-studied and known to be closed under all the
categorical structures we consider (Rijke and Spitters, 2015). Our task is
therefore reduced only to showing that various objects of hSetU land in the
image of El0. For this, we repeatedly capitalize on the fact that the decoding
El0 holds up to definitional equality; it ensures that the final step can be
rephrased as follows: show that there exists an iterative structure on the
objects involved. This pattern is used repeatedly to prove the following
result:

Theorem 5 ( ). V is closed under and El0 preserves the following:

1. initial object,

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.category.html#906
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.category.properties.html
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2. terminal object,

3. finite coproducts,

4. pushouts,

5. finite products,

6. pullbacks, and

7. exponentials.

Proof. As hSetU supports these structures it suffices to show that each of
the representing objects land in the image of El0. This clearly follows from
the results in Section 3, for instance, the existence of the initial and terminal
object follows from Proposition 2, and e.g., pullbacks can be constructed
through Σ0 and fib0 just like in hSetU.

As V has pullbacks/pushouts and terminal/initial object we directly get:

Corollary 4. V has finite limits and colimits. These are preserved by El0.

We defer further categorical considerations of V to future work and instead
turn our attention to slice categories of V, which play an important role in
the study of it as a model of type theory.

4.1 Slice categories of V

Similar methods to the ones above also apply when showing that the slice
categories V/a are well-behaved. In particular, El0 induces a full and faithful
functor V/a → hSetU/El

0 a. We can use this fact to deduce, e.g., that V/a
is cartesian closed.

Proposition 11 ( ). For any a : V0, V/a has finite limits.

Proof. This can be proved using the standard argument: products in a slice
category are realized by pullbacks in the underlying category and connected
limits are realized by limits of the underlying diagram. We could also argue
by noting that hSetU/El

0 a is finitely complete and that limits of diagrams
in the image of El0 remain in the image of El0.

We give a bit more details in the following proof as it showcases the
usefulness of being able to encode things directly in V0, combined with the
fact that El0 strictly decodes to the expected thing in U.

Proposition 12 ( ). For any a : V0, V/a has exponentials.

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.category.slices.properties.html
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.category.slices.properties.html#7694
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Proof. Given (x, f), (y, g) : Ob (V/a), define their exponential as the element

exp (x, f) (y, g) := Σ0 a (λ i. fib0 g i→0 fib0 f i)

Note that we have the following definitional equality:

El0 (exp (x, f) (y, g)) ≡
∑
i:El0 a

fib g i→ fib f i

This is the exponential in hSetU/El
0 a, so exp (x, f) (y, g) is an exponential

object in V/a.

Corollary 5. V is locally cartesian closed and El0 is a locally cartesian closed
functor.

Finally, the following proposition foreshadows the next section where we
build a model of type theory on V. In that section, we wish to interpret
types in context a as elements of V/a and to realize substitution as pullback.
It is well-known, however, that the result is merely pseudofunctorial and
therefore insufficient to form a (strict) model of type theory (Seely, 1984;
Curien, Garner, and Hofmann, 2014). In the specific case of hSetU, there is
a well-known pseudo-natural equivalence between the slice category hSetU/a
and the functor category [a, hSetU] which remedies the coherence issues. This
equivalence restricts to the full subcategory determined by V:

Proposition 13 ( ). Given a : V0 and writing a for the corresponding
discrete category associated with El0 a, there is a canonical equivalence V/a ≃
[a,V].

Proof. The equivalence is constructed in the standard way. The functor from
[a,V] to V/a sends F : Ob [a,V] to the element Σ0 aF together with the first
projection. In the other direction, an element (x, f) : Ob (V/a) is mapped to
the functor λi.fib0 f i.

5 V0 as a category with families

Having established that V0 organizes into a well-behaved category, we now
take this a step further by showing that V0 supports a model of extensional
type theory. Since our goal is to do this very formally, our task is threefold:
first, we must specify what we mean by a model of type theory. To this
end, we have formalized a particular presentation of a category with families
(CwF) (Dybjer, 1996). This extends a category with the additional structure
required to interpret dependent type theory. Next, we show that V can be
equipped with this additional structure. Finally, since our definition of a

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.category.slices.functor.html#8836
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CwF does not prescribe closure under any connectives, we detail how to
extend a CwF with various connectives and show that the CwF structure on
V supports these extensions.

Remark 3. Of these three steps, only the first two are fully formalized.
The obstruction to formalizing closure under all relevant extensions is, sur-
prisingly, completely independent of V0. Rather, it stems from the fact that
the equations governing substitution hold only up to propositional equality,
leading to complicated path and transport computations when defining the
substitution properties of said structure.

5.1 The definition of categories with families

In the paper and formalization we rely on the following formulation of cate-
gories with families.

Definition 10 (Category with families, ). A category with families
(CwF) consists of:

• A category C with a terminal object,

• a presheaf TyC : Cop → hSetU,

• a presheaf TmC :
(´

TyC
)op → hSetU,

• a functor −.− :
´
TyC → C, and

• for each ∆ : ObC and (Γ, A) :
´
TyC a natural equivalence

Hom (∆,Γ. A) ≃
∑

γ :Hom (∆,Γ)

TmC (∆, A · γ)

Here we have written A · γ for TyC (γ A), and
´
TyC for the category of

elements of TyC, i.e., the total space of the right fibration induced by TyC.
Intuitively, objects in C interpret the contexts of our type theory, while mor-
phisms interpret substitutions. The additional presheaves are used to in-
terpret types and terms. Specifically, the set of semantic types in context
Γ : ObC is given by TyC Γ while the set of terms of type A : TyC Γ is given
by TmC (Γ, A). The functoriality of TyC and TmC is precisely the structure
required to interpret the application of substitutions to types and terms.

The terminal object interprets the empty context and the functor from´
TyC to C interprets context extension. A context Γ : ObC can be extended

by a type A : TyC Γ in that context, to produce a new context Γ. A : ObC.
Finally, the natural equivalence ties together substitutions and elements

of TmC. In particular, the inverse encodes the ability to extend a substitution
with a term. Following this last observation, we write Γ. a for the element
Hom (∆,Γ. A) induced by the element (Γ, a) :

∑
γ :Hom (∆,Γ) TmC (∆, A · γ).

https://elisabeth.stenholm.one/category-of-iterative-sets/type-theories.precategories-with-families.html#2067
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5.2 Equipping V with a CwF structure

We now turn to equipping V with a CwF structure. We begin by defining
TyV as follows:

TyVX := El0X → V0

Intuitively, a type in context X is precisely an X-indexed family of sets.
There is, however, a major subtlety in this definition that should be empha-
sized: the version of the definition where V0 is replaced by hSetU would be
incorrect. We have required that TyVX always be an h-set as it is assumed
to be an hSetU valued presheaf. Therefore, it is only after finding an ade-
quate “h-set of h-sets” that we can define the set model of type theory in
this manner.

The definition of the presheaf of terms is also reasonably direct:

TmV (X,A) =
∏

x:El0X

El0 (Ax)

We now show that, along with V, these two definitions assemble into a
CwF.

Proposition 14 ( ). V can be equipped with a CwF structure.

Proof. We have given the putative definitions of TyV and TmV. We note
that it is straightforward to ensure that both are suitably functorial. The
functorial action is given by precomposition and all the required equations
hold on-the-nose.

It remains to show that these three pieces of data satisfy the required
properties of a CwF. We have already shown that V has a terminal object,
so it remains to discuss the interpretation of context extension. Fix X : V0

and A : TyVX. We define X.A : V0 as Σ0X A. The natural equivalence then
follows from the η principle of dependent sums.

By virtue of Proposition 13, we further note that types A in context X
in this model are realized up to equivalence by families El0A → El0X and
terms are likewise determined by sections. By presenting TyV and TmV in
terms of (dependent) products rather than families and sections, we are able
to equip both with strictly functorial actions.

We emphasize that the accomplishment here is not in the definition itself;
it mirrors the näıve definition of the set model of type theory as presented
by e.g., Hofmann (1997). What is crucial is that V0 retains enough of the
good behavior of hSetU to support such a straightforward definition of the
CwF structure while still managing to be an h-set itself.

https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.cwf-structure.html#3203
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Remark 4. We note that there are many closely related presentations of
models of type theory (categories with attributes (Cartmell, 1986), contextual
categories (Cartmell, 1986; Streicher, 1991), comprehension categories (Ja-
cobs, 1993; Jacobs, 1999), natural models (Fiore, 2012; Awodey, 2018) and
so on). We have opted for CwFs because the CwF structure on V0 is par-
ticularly simple and enjoys an exceptional number of definitional equalities.
In particular, as opposed to other models which recover terms indirectly as
sections to display maps, CwFs require the presheaf of terms as part of their
data. This allows us to choose a particular definitional representative for the
type of terms in our model and we are then able to explicitly select dependent
functions. We shall see that this makes closing (V,TyV,TmV) under various
constructions particularly straightforward, as most naturality conditions hold
definitionally.

5.3 Further structure on V0 as a CwF

While we have constructed a CwF structure on V, we have thus far only
shown that the model interprets the basic structural rules of type theory, but
not that it is closed under any connectives. The process of extending the
model with new connectives is essentially modular: for each connective, we
specify the relevant structure on top of a CwF necessary to interpret it and
then show that the CwF (V,TyV,TmV) supports this additional structure.

We illustrate the process with Π-types. First, we must define a Π-
structure on a CwF.

Definition 11 (Π-structure, ). A Π-structure on a CwF (C,TyC,TmC)
is defined by the following:

• An operation piC :
∏

Γ:ObC TyC Γ → TyC (Γ. A) → TyC Γ, natural in Γ.

• For any Γ : ObC, A : TyC Γ, and B : TyC (Γ. A) an isomorphism αpiC
between TmC (Γ, piC ΓAB) and TmC (Γ.A,B), natural in Γ.

Remark 5. One may unpack the content of αpiC to see that it includes the
introduction, elimination, β-, and η-rules for Π-types. The additional require-
ment of naturality enforces the stability of the introduction and elimination
rules under substitution.

Lemma 8 ( ). The CwF (V,TyV,TmV) supports a Π-structure.

Proof. We begin by defining piV as follows:

piV ΓAB := λ(γ : El0 (Γ)).Π0 (Aγ) (λa.B (γ, a))

https://elisabeth.stenholm.one/category-of-iterative-sets/type-theories.pi-types-precategories-with-families.html#869
https://elisabeth.stenholm.one/category-of-iterative-sets/iterative.set.cwf-structure.html#3941
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Naturality in Γ is a straightforward computation. The definition of αpiV , after
unfolding, reduces to the manifestly natural equivalence induced by currying:∏

γ:Γ

∏
y:Y (γ)

Z(γ, y) ≃
∏

p:
∑

γ:Γ Y (γ)

Z(p)

We have formalized both the definition of Π-structures and the particular
Π-structure on (V,TyV,TmV) in Agda. However, already some small incon-
veniences emerge. For instance, in the definition of naturality for αpiV, we
must specify an equality dependent on the proof witnessing naturality of piV.
The dependence is straightforward in this case, but becomes more complex
for the later structures. Accordingly, we present only paper proofs for them.

Furthermore, (V,TyV,TmC) also supports dependent sums.

Definition 12 (Σ-structure). A Σ-structure on a CwF (C,TyC,TmC) con-
sists of the following two pieces of data:

• An operation sigC :
∏

Γ:ObC TyC Γ → TyC (Γ. A) → TyC Γ, natural in Γ.

• For any Γ : ObC, A : TyC Γ, and B : TyC (Γ. A) a natural isomorphism
αsigC between TmC (Γ, sigC ΓAB) and pairs

∑
a:TmC(Γ,A)

TmC (Γ, B ·
(id.a)).

Lemma 9. The CwF (V,TyV,TmV) supports a Σ-structure.

Proof. We define sigV as follows:

sigV ΓAB := λ(x : El0 Γ).Σ0 (Ax) (λa.B (x, a))

The remaining structure follows directly. In particular, even though the
naturality requires complex path algebra to state properly in the specific
CwF on V all these paths are given by reflexivity.

We next consider a representative inductive type: booleans.

Definition 13 (bool-structure). A bool-structure on a CwF (C,TyC,TmC)
consists of the following two pieces of data:

• An operation boolC :
∏

Γ:ObC TyC Γ natural in Γ.

• A pair of operations trueC, falseC :
∏

Γ:ObC TmC (Γ, boolC) also natural
in Γ.

Furthermore, the following canonical map induced by substitution must be
an isomorphism for each Γ : ObC and A : TyC (Γ. boolC):

TmC (Γ. boolC, A) → TmC (Γ, λγ.A(γ, trueC))× TmC (Γ, λγ.A(γ, falseC))
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Lemma 10. The CwF (V,TyV,TmV) supports a bool-structure.

Proof. We define boolV as follows:

boolV Γ = λx.bool0

By construction, TmV (Γ, boolV) is definitionally equal to El0 Γ → bool and
so we define trueV as λγ. true and falseV as λγ. false. The calculations that
these definitions are natural and that the required map is an isomorphism
are routine.

By similar considerations, we may define and close (V,TyV,TmV) under
many other connectives already constructed in Section 3: extensional identity
types, natural numbers, and universes among others. Putting all of this
together, we conclude the following:

Theorem 6. V supports a model of extensional type theory with the standard
connectives.

We note that this result, combined with Proposition 13 and the series
of results about El0 preserving various categorical connectives can be sum-
marized by the informal slogan: V supports a model of type theory which
internalizes the set-level fragment of the ambient type theory.

6 Relationship to set models of type theory and
other set universes in HoTT/UF

The idea of set theoretic semantics of type theory is of course an old and
natural one. An early reference where this is written down more formally is
the master thesis of Salvesen (1984, Chapter 5). As discussed in the intro-
duction the work presented in this paper goes back to the model of CZF in
type theory of Aczel (1978). Aczel also interpreted extensional type theory
with universes in an extension of CZF with a hierarchy of inaccessible sets
(Aczel, 1999). In fact, Aczel’s V occurs already in the PhD thesis of Lever-
sha (1976) where it was used to represent ordinals constructively. Various
earlier work has also relied on Aczel’s V to model type theory. For instance,
Werner (1997) modeled the core system of Coq in ZFC and vice versa, using
Aczel’s encoding of sets. A refinement by Barras (2010) and Barras (2012)
models the core system of Coq system in intuitionistic ZF, and formalizes
the model in Coq (Coq). More recently, Palmgren (2019) presented an in-
terpretation of extensional Martin-Löf type theory (Martin-Löf, 1982) into
intensional Martin-Löf type theory via setoids, also relying on Aczel’s V.
Palmgren’s work was also formalized in Agda.
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Aczel’s V was revisited in HoTT/UF by Gylterud (2018) and Gylterud
(2019) who observed that this gives a universe of multisets, but that one can
restrict it, as in Definition 5, to get a universe of h-sets. These universes of
(multi)sets has recently also been further studied by Escardó and de Jong
who has their own Agda formalization as part of the TypeTopology project
(M. Escardó and Tom de Jong, 2023). Among many other things, they have
two more proofs of Theorem 3 formalized. Various HITs for representing
finite multisets have also been considered in HoTT/UF (BGW17; Frumin
et al., 2018; Choudhury and Fiore, 2019; Angiuli et al., 2021; Veltri, 2021;
Joram and Veltri, 2023), however these are of course not sufficient to model
full type theory.

We will now discuss other approaches to constructing strict categories of
sets in HoTT/UF that could also serve as internal models of type theory.
These often require various extensions of the quite minimal univalent type
theory that we have relied on in this paper.

6.1 The cumulative hierarchy in the HoTT Book

The HoTT Book postulates a universe of sets as a higher inductive type
called the cumulative hierarchy (the HoTT Book, Definition 10.5.1). Gyl-
terud (2018, Section 8) establishes an equivalence between the HoTT Book
V and V0, which makes it possible to transfer all of our results over to V.
One remark about the HoTT Book V is that it is h-set truncated, while V0 is
not. This means that the eliminator one gets for the HoTT Book V only lets
one directly eliminate into h-sets, while V0 can be directly eliminated into
types of arbitrary homotopy level. Similarly many basic constructions, like
∈ : V → V → U, is a bit more complicated to define for the HoTT Book V
as it is not sufficient to only define them for point constructors, but one has
to check that the definitions are compatible with the higher constructors as
well. A practical and appealing aspect of V0 is hence that it is easy to define
operations by pattern-matching on it. Another is that it is not postulated,
but simply constructed from W-types.

6.2 Inductive-recursive universes

An alternative approach to modeling type theory in type theory is to rely on
quotient inductive-inductive types (QIITs) as considered by Altenkirch and
Kaposi (2016). However, they run into the same problem as discussed above
when working in HoTT and trying to eliminate their QIIT into hSetU. In
particular, as the QIIT representation of type theory is h-set truncated they
cannot eliminate directly into hSetU as it is a 1-type (the same issue also
applies to the HoTT Book V ). The authors resolve this by considering an
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inductive-recursive universe closed under the relevant structure, which can
be shown to be a set without any need to set truncate. This enjoys many
of the nice properties of V0, like El decoding type constructors definitionally,
but induction-recursion is proof theoretically quite strong and it is again
interesting to emphasize that we can construct V0 using only W-types.

6.3 Covered Marked Extensional Well-founded Orders

In their recent paper, T. de Jong et al., 2023 show that the HoTT Book
V is equivalent to the type of covered marked extensional well-founded or-
ders (MEWOcov), and hence to V0. The results in this paper thus imply that
the type MEWOcov can be equipped with a universe structure. A strength
of the universe V0 is the computational aspect of the decoding function El0.
Unfortunately, the two underlying maps of the equivalence between V0 and
MEWOcov do not compose definitionally to the identity when going from
V0 to MEWOcov and back again. This means that the induced decoding
for MEWOcov given by going to V0 and then applying El0 is not as compu-
tationally well-behaved as El0 on V0, as the decoding will only hold up to
propositional equality.

6.4 Relationship to hSetU

One reason to consider the category of iterative sets is to regard it as a
replacement for hSetU. As noted in Section 4, El0 induces a fully-faithful
functor, but it may fail to be essentially surjective. The statement that
El0 is essentially surjective corresponds to Shulman’s axiom of well-founded
materialization (Shulman, 2010) and which is, in turn, implied by the axiom
of choice.

If the functor is essentially surjective, it forms a categorical equivalence
between V and a univalent category and thus describes hSetU as the Rezk
completion (Ahrens, Krzystof Kapulkin, and Shulman, 2015) of V. Infor-
mally, this shows, modulo classical axioms, that V is a more rigid presen-
tation of hSetU. Moreover, even without additional axioms V and V0 are
closed under essentially every construction of interest.

6.5 Well-ordered sets

Another approach to defining a strict universe of sets, inspired by Voevod-
sky’s simplicial set model (Krzysztof Kapulkin and Lumsdaine, 2021), is to
consider well-ordered sets. By relying heavily on Zermelo’s well-ordering
principle, and hence choice, one can obtain a strict category of well-ordered
sets with the relevant structure, also as a subcategory of hSetU. This was
experimented with in UniMath (Voevodsky, Ahrens, Grayson, et al., 2020) by
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Mörtberg (2018). However, this turned out to be harder to work with for-
mally than expected because of all the propositional truncations and hence
not completed. Furthermore, if completed this would only merely give us
the existence of an internal model and hence lead to a weaker result than
Theorem 6.

7 Conclusion and future work

We have constructed a universe of h-sets that is itself an h-set and structured
it into an internal model of extensional type theory. This main result can
perhaps also be proven for other h-set universes of h-sets, such as the ones
mentioned in Section 6, but certain properties of our construction makes it
very convenient to work with, also formally. First and foremost, the defini-
tional decoding of type formers means that one avoids complex transports.
Secondly, the construction is carried out using basic type-formers, and has a
(provable) elimination principle which directly allows elimination into general
types. This development works in a fairly minimalist univalent type theory,
as long as it has W-types. These W-types can be large, and need only be
small if one wants to reflect a hierarchy of universes, as in Section 3.5. The
results should thus have a broad applicability in models of HoTT/UF.

In the formalization, we stopped short of adding additional structure to
the CwF on V after Π-types. The obstacles are in fact not in providing
the structure for our model, such as Σ-structure, but the general formula-
tion of what that extra structure constitutes on CwFs based on categories
(see Remark 3 in Section 5). To the best of our knowledge there are no
other formalizations of CwFs with Σ-structure out there that do not assume
UIP or other axioms and which do not use setoids or a more extensional
equality. It would be interesting to attempt formalizing this in cubical type
theory (CCHM18) where equality of Σ-types is easier to work with because
of the primitive path-over types in the form of PathP-types. An experiment
along these lines was performed by Vezzosi (2017) in Cubical Agda (Vezzosi,
Mörtberg, and Abel, 2021). In this small formalization Vezzosi considered
the CwF structure on h-set valued presheaves. It would of course not have
been possible to fully complete this for the same reason as discussed in this
paper, but it turned out that some of the constructions and equations that
one has to check were easier than in a corresponding formalization in UniMath

by Mörtberg (2017). This also suggests a further direction to explore: V val-
ued presheaves. These should enjoy the same nice properties as hSetU valued
presheaves, but it should be possible to organize also them into a model of
type theory internally in HoTT/UF.

Another avenue of further study is to take a closer look at Shulman’s ax-
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iom of well-founded materialization. Just like univalence, it makes sense to
formulate this axiom relative to a given universe of types. The construc-
tion of V0 can be carried out on any universe, so a reasonable reformulation
of well-founded materialization in type theory could be: a universe U has
well-founded materialization if El0 : V0

U → hSetU is essentially surjective.
As mentioned, this follows from AC, but does not seem to be inherently
non-constructive. For instance, V0 itself has well-founded materialization for
trivial reasons. The most pertinent question is perhaps whether well-founded
materialization and univalence can constructively coexist. If we start with
a univalent U, one could take the image of El0 in hSetU to obtain a univa-
lent universe which also somewhat trivially has well-founded materialization.
However, it is not immediate that this is closed under Π-types and Σ-types
as a näıve attempt quickly runs into choice problems.
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Abstract

Homotopy type theory (HoTT) can be seen as a generalisation
of structural set theory, in the sense that 0-types represent struc-
tural sets within the more general notion of types. For material
set theory, we also have concrete models as 0-types in HoTT, but
this does not currently have any generalisation to higher types.
The aim of this paper is to give such a generalisation of material
set theory to higher type levels within Homotopy Type Theory.
This is achieved by generalising the construction of the type of
iterative sets (Gylterud, 2018) to obtain an n-type universe of n-
types. At level 1, this gives a connection between groupoids and
multisets.

More specifically, we define the notion of an ∈-structure as a
type with an extensional binary type family and generalise the
axioms of constructive set theory to higher type levels. There
is a tight connection between the univalence axiom and the ex-
tensionality axiom of ∈-structures. Once an ∈-structure is given,
its elements can be seen as representing types in the ambient
type theory. A useful property of these structures is that an ∈-
structure of n-types is itself an n-type, as opposed to univalent
universes, which have higher type levels than the types in the
universe.

The theory has an alternative, coalgebraic formulation, in
terms of coalgebras for a certain hierarchy of functors, Pn, which
generalises the powerset functor from sub-types to covering spaces
and n-connected maps in general. The coalgebras which further-
more are fixed-points of their respective functors in the hierarchy
are shown to model the axioms given in the first part.

As concrete examples of models for the theory developed we
construct the initial algebras of the Pn functors. In addition to
being an example of initial algebras of non-polynomial functors,
this construction allows one to start with a univalent universe and
get a hierarchy of ∈-structures which gives a stratified ∈-structure
representation of that universe. These types are moreover n-type
universes of n-types which contain all the usual types an type for-
mers. The universes are cumulative both with respect to universe
levels and with respect to type levels.

All the results are formalised in the proof-assistant Agda.
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1 Introduction

Material set theories are set theories which emphasise the notion of sets as
collections of elements (often themselves sets) and where the identity of indi-
vidual elements is tracked across sets, usually with a global, binary member-
ship relation (∈). This category includes the traditional Zermelo–Fraenkel
(ZF) set theory. ZF is a theory in the language of first-order logic, intended
as a foundation for mathematics. In what follows, we work within the frame-
work of Homotopy Type Theory (HoTT), fully formalized in Agda. HoTT
is a structural framework, with the Univalence Axiom in particular allow-
ing identification of types which are structurally the same, i.e. equivalent –
deemphasising the individual elements and their identity outside the struc-
ture of the type. Taking a step back, one can see HoTT as a generalisation
of structural set theory to higher type levels. The high-level question we at-
tempt to answer in this paper is: What is the corresponding generalisation
of material set theory to higher type levels? From this vantage point we
will regard material set theory in the same way that a classical mathemati-
cian regards group theory. Namely, we study a certain type of mathematical
structures, and interest ourselves in their properties and relationships. The
structures we study are not groups, but what we call ∈-structures: types
with an extensional elementhood relation.

Since we are working in HoTT, we can consider the type level of the
underlying type of sets and of the relation of an ∈-structure. In classical set
theory, the statement “x ∈ y” is a proposition. But in our setting, we can
consider ∈-structures where x ∈ y is a type of any type level. Similarly, we
can generalise the axioms of ZF to higher type levels. An example of such a
∈-structure, where x ∈ y is allowed to be a type of any level, was considered
in Multisets in type theory (Gylterud, 2019) by one of the authors.

We aim to give a higher level generalisation of material set theory, by
considering ∈-structures where x ∈ y is an n-type. With care, the usual
properties, which we know and love from set-theory, can be reformulated
and proven to hold in our models. But sometimes what used to be a single
property generalises to several properties when taking higher type levels into
consideration. Let us, for the sake of building some intuition, take a closer
look at level 1 of this generalisation.

In a level 1 ∈-structure, elements are related by a set-valued ∈-relation:
given two elements, x, y : V the type x ∈ y is a set. One way of under-
standing this to think of y as a multiset where x may occur more than once.
For instance, if x ∈ y is a finite type with n elements, then we can think of
this as saying that x occurs n times in y. The generalised properties sup-
port this interpretation: For instance, level 1 (unordered) tupling allows the
formation of multisets of the form {x0, · · · , xn}1 where repetitions will be
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counted separately. But a level 1 ∈-structure may also support level 0 (un-
ordered) tupling, with a separate operation, {x0, · · · , xn}0, which becomes a
set: x ∈ {x0, · · · , xn}0 being proposition for any x.

The connection between level 1 ∈-structures and level 1 types, i.e.
groupoids, is the (perhaps surprising) observation that these multisets rep-
resent groupoids. First of all, a level 1 ∈-structure is itself a groupoid: The
identifications between multisets are free to permute the occurrences of a
given element, giving rise to non-trivial automorphisms. For instance, the
type {∅, ∅}1 = {∅, ∅}1 has two distinct elements. A consequence of this is that
if we look at the total type of elements of a multiset, El x :=

∑
y:V y ∈ x, we

get a groupoid – the groupoid represented by x. At first glance, it might seem
as though El xmight always be a set. For instance, El {∅, ∅}1 is a set with two
elements. But, by nesting multisets, we can represent other groupoids. For
instance, the cyclic group with two elements (as a groupoid) is represented
by {{∅, ∅}1}0, the set which contains the multiset {∅, ∅}1 exactly once. The
reason why El {{∅, ∅}1}0 = B(Z2) is a bit subtle. Notice, the alternation of
subscripts on the tuplings. Had we instead chosen {{∅, ∅}1}1, we would have
two occurrences of {∅, ∅}1, because of its two automorphisms, while (perhaps
counter-intuitively) El {{∅, ∅}1}1 is the unit type. When we do a 0-singleton
of a multiset, say x, the total type is in general the connected component,
because y ∈ {x}0 ≃ ∥y = x∥−1 and hence El {x}0 ≃

∑
y:V ∥y = x∥−1. So,

if x, as {∅, ∅}1 does, has non-trivial automorphisms, these will show up in
El {x}0. In a strong enough level 1 ∈-structure, any (small) group can be
represented.

There is an immediate connection between univalent set theory and ho-
motopy type theory, whereby there is an equivalence between ∈-structures
and coalgebras for the n-truncated maps functors Pn+1

U : Type → Type,
which associates to each type X the type of n-truncated maps into X. Thus,
P0
U X is the type of subtypes of X, while P1

U X is the type of covering spaces
of X and so on. We show that these functors have initial algebras, Vn, and
determine the univalent set theory axioms satisfied by the initial algebras
and other fixed-points of these functors. These initial algebras hence form a
family of models of univalent material set theory, motivating the axioms and
interpolating between the standard iterative hierarchy and the generalised
multisets.

One way in which univalent material set theory distinguishes itself in
HoTT is that type levels are off by one. What this means is that models form
n-type based families of n-types: if A,B : V are n-types in (V,∈) (a notion
made precise in Definition 4) then A = B is an n− 1-type. This means that
V is an n-type. This contrasts the situation for univalent universes, where a
well-known result (Kraus, 2015) states that if U contains strict n-types the
type level of U is itself at least n+ 1.
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The model given by the initial algebra Vn is of level n, and thus the type
Vn is an n-type. The type can be equipped with the structure of a Tarski
style universe. The decoding of an element in Vn is an n-type, so Vn is an
n-type universe of n-types. Moreover, the decoding holds up to definitional
equality, making it very ergonomic to use.

Type levels being off by one might seem strange at first, but it is caused by
the ∈-relation imposing extra structure and thereby killing automorphisms.
This observation generalises what is known about the cumulative hierarchy
in models of (usual) set theory in HoTT, where V is a set of sets. Especially
in category theory, this can be useful to strictify structures. For instance,
as explored in Paper I, when recreating the category with family structure
on sets in HoTT, one finds oneself blocked by the fact that the types in a
context forms a strict groupoid, not a set. By using an ∈-structure as the
category of contexts, the off-by-one property sidesteps this block, yielding a
good category with families.

Another perspective we explore is extracting types from ∈-structures. A
given element of an ∈-structure has a type of elements, and considering the
whole ∈-structure we can ask what types can be represented as types of ele-
ments within it. Some insights into how replacement affects representations
of types, such as N for the axiom of infinity, has been collected in Section
3. In particular, we show that the replacement property in set theory says
that the ∈-structure supports all choices of representations of a type equally
(Proposition 14).

1.1 Contributions

The following are the main contributions of the paper.

• Construction of initial algebras for the non-polynomial functors PnU ,
generalising the construction of the type of iterative of sets as the initial
algebra for the powerset functor to higher type levels (Theorem 15).

• Proof that these initial algebras are n-type universes of n-types, with
definitional decoding (Section 7).

• Generalisation of the axioms of set theory to properties of ∈-structures
of any type level (Section 2).

• A framework for representations of types in ∈-structures. This is ap-
plied to give a new formulation of the axiom of infinity, which does not
fix a specific encoding of the natural numbers (Definition 5.7).

• Equivalence of PnU -coalgebras and U -like ∈-structures, generalising the
well-known connection between coalgebra and set theory (Theorem 3).

• Proof that any fixed-point of PnU is a model of the generalisations of the
axioms of set theory, except foundation, both generalising and proving
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in HoTT the result by Rieger (Rieger, 1957) (Section 5).
• New and short proof of the fiberwise equivalence lemmas: equivalence
of families of maps (resp. equivalences) and maps (resp. equivalences)
of total spaces respecting the first coordinate (Lemma 5 and Corollary
2).

Some of the ideas and definitions of this article were present in an unpub-
lished preprint, titled “Non-wellfounded sets in HoTT” (Gylterud and Bon-
nevier, 2020). This preprint however, had a flawed argument in its fourth
section and the main construction of that preprint cannot be carried out as
described there. The results from Sections 2 and 3 of the preprint, which
were correct, have been generalised to higher type levels. These generalisa-
tions can now be found in Section 2 and 5 of the current paper.

1.2 Formalisation

Everything in this paper has been formalised in the Agda proof assistant
(The Agda development team, 2024). Our formalisation builds on the
agda-unimath library (Rijke et al., 2024), which is an extensive library of
formalised mathematics from the univalent point of view.

The formalisation for this paper can be found at: https://git.app.

uib.no/hott/hott-set-theory. Throughout the paper there will also be
clickable links to specific lines of Agda code corresponding to a given result.
These will be shown as the Agda logo .

1.3 Notation and universes

A lot of the basic constructions within HoTT have an established notation
at this point in time. Nevertheless, to avoid confusion, we include here a list
of some of the, perhaps less obvious, notation we will use in this paper. The
notation we do not include in this list will usually follow the conventions of
the HoTT Book (The Univalent Foundations Program, 2013).

• 0 denotes the empty type, with eliminator ex-falso.
• 1 denotes the unit type.
• 2 denotes the type with two elements.
• N denotes the type of natural numbers, with constructors 0 and s.
• id-equiv denotes the identity equivalence, on a given type.
• f ∼ g denotes the type of homotopies from f to g:

∏
x:X f x = g x.

• refl-htpy denotes the homotopy f ∼ f given by the map λx. refl.
• fiber f y denotes the homotopy fiber:

∑
x:X f x = y.

• π0 and π1 denote the first, respectively second, projection out of a
Σ-type.
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• Given a path p : x = y, p−1 denotes the inverse path y = x.
• Given a family P of types over X and a path p : x = y, trPp denotes
the transport function from P x to P y over p.

• Given types A and B and a path p : A = B, coe p : A→ B is the map
defined by path induction, taking the identity map for refl.

• Given an invertible function f (usually an equivalence), f−1 denotes
the inverse.

• Given a family of maps f :
∏
x:X P x → Qx, tot f :

∑
x:X P x →∑

x:X Qx is the function: λ (x, p). (x, f x p).
• is-n -trunc-map f is the proposition that f is an n-truncated map:∏

y:Y

is-n -type (fiber f y).

• X ↪→ Y is the type of propositionally truncated maps:∑
f :X→Y

is-(−1) -trunc-map f.

• X ↪→n Y is the type of n-truncated maps:
∑

f :X→Y is-n -trunc-map f .
• X ↠ Y is the type of (−1)-connected maps:∑

f :X→Y

∏
y:Y

is-contr ∥ fiber f y∥−1.

• X ↠n Y is the type of n-connected maps:∑
f :X→Y

∏
y:Y

is-contr ∥ fiber f y∥n.

• ∃!x:XP x denotes the type: is-contr (
∑

x:X P x).
• funext is the function f ∼ g → f = g given by function extensionality.
• ua is the function X ≃ Y → X = Y given by univalence.
• PropU is the type of all propositions in the universe U , i.e. the type∑

X:U is-prop X.
• SetU is the type of all sets in the universe U , i.e. the type

∑
X:U is-set X.

• More generally, n -TypeU is the type of all n-types in the universe U ,
i.e. the type

∑
X:U is-n -type X.

We will use the same terminology as the HoTT Book regarding type
levels. But we will also define a notion of level for ∈-structures and elements
in (the carrier of) an ∈-structure. This overloading of terminology should be
fine however, since it should be clear from the context what kind of level we
are referring to. The notions of mere proposition and mere set are used to
denote types of level −1 and 0 respectively, when there is need for clarity.
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In this paper we will assume two type universes∗, a large univalent uni-
verse, denoted Type, and a small univalent universe, denoted U . We use
cumulative universes, i.e. U : Type and X : Type, for all X : U . It is as-
sumed that both U and Type are closed under the usual type formers, such
as Π-types, Σ-types, and identity types. The constructions below also use
the empty type and the type of natural numbers. We will use function ex-
tensionality freely.

From Section 4 and onwards, we will also assume that we can construct
small images in certain situations. This assumption is informed by Rijke’s
modified join construction (Rijke, 2017), which can be used to construct
such small images. One can alternatively assume that U is closed under
homotopy colimits, from which the smallness of (certain) images follows by
the join construction.

2 ∈-structures

In this section we give the definition of ∈-structures† and formulate properties
of these inspired by set theory. Most of the properties are indexed by a type
level, from 0 to ∞. The level 0 version of the property is equivalent to the
usual set theoretic concept for ∈-structures of level 0, while the ∞ version
was explored in Gylterud (2019).

Definition 1 ( ). An ∈-structure is a pair (V,∈) where V : Type and
∈ : V → V → Type, which is extensional: for each x, y : V , the canonical
map x = y →

∏
z:V z ∈ x ≃ z ∈ y is an equivalence of types.

Extensionality states that we can distinguish sets by their elements. It is
expressed in first order logic using logical equivalence, but since we are work-
ing in the framework of HoTT and want to allow for elementhood relations of
higher type level, we use instead equivalence of types. This of course reduces
to logical equivalence in the case when the ∈-relation is propositional.

Many times we will want to talk about all members of a given element in
V . We introduce a notation for this.

Definition 2 ( ). Given an ∈-structure, (V,∈), we define the family
El : V → Type by El a :=

∑
x:V x ∈ a.

∗The formalisation differs in this respect as it uses a hierarchy of universes, but the
relationship between U and Type in the article, is the same as the relationship between UU

i and UU (lsuc i) in the formalisation.
†This section defines the notion of ∈-structure slightly differently than ∈-structures

were defined in a previous article by one of the authors (Gylterud, 2018). This difference
is by incorporating extensionality and generalising to higher type levels.

https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.core.html#1878
https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.core.html#5019
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The usual notion of (extensional) model of set theory corresponds to ∈-
structures, (V,∈), where x ∈ y is a mere proposition for each x, y : V (and
consequently V is a mere set). However, there are examples of extensional
∈-structures where V is not a mere set. One such example, based on Aczel’s
(Aczel, 1978) type WA:U A, was explored in an article by one of the authors
(Gylterud, 2019).

We can stratify ∈-structures based on the type level of the ∈-relation.

Definition 3 ( ). Given n : N−2, an ∈-structure (V,∈) is said to be of
level (n+1) if for every x, y : V the type x ∈ y is an n-type.

The following proposition explains the occurrence of n+1 in the definition
above:

Proposition 1 ( ). In an ∈-structure, (V,∈), of level n the type V is an
n-type.

Proof. Let (V,∈) be an ∈-structure of level (n + 1), for n : N−2. By exten-
sionality x = y is equivalent to

∏
z:V z ∈ x ≃ z ∈ y, which is an n-type, hence

V is an (n+ 1)-type.

Remark: By definition there are no −2 level ∈-structures, and the −1
level structures all have trivial ∈-structure. Thus, we shall from here on focus
on the ∈-structures of level 0 or higher.

Of special interest will be the elements of an ∈-structure which look like
sets, in the sense that elementhood is a proposition. This is by definition the
case for all elements in ∈-structures of level 0, but such elements may occur
in structures of all levels.

Definition 4 ( ). An element x : V is a (k + 1)-type in (V,∈) if y ∈ x is
of level k : N−1 for all y : V .

If x : V is a 0-type in (V,∈), we also say it is a mere set in (V,∈).

Proposition 2 ( ). If x : V is a (k + 1)-type in (V,∈) then x = y is a
k-type for any y : V .

Proof. By extensionality, the type x = y has the same type level as the type∏
z:V z ∈ x ≃ z ∈ y. The latter is a k-type as z ∈ x is a k-type for every

z : V .

Note that x : V being a k-type in (V,∈) does not imply that El x is a
k-type. However, if V is a k-type then El x is a k-type if x is a k-type.

https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.core.html#4010
https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.core.html#4100
https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.core.html#2845
https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.core.html#3705
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2.1 Ordered pairing

The characteristic property of ordered pairs is that two pairs are equal if and
only if the first coordinates are equal and the second coordinates are equal,
i.e. it is a pair where the order of the elements matters. In our setting this
means that the ordered pair of two elements x, y : V should be an element
⟨x, y⟩ : V such that for any other ordered pair ⟨x′, y′⟩, for some x′, y′ : V ,
⟨x, y⟩ = ⟨x′, y′⟩ exactly when x = x′ and y = y′. Using the characterisation
of the identity types of cartesian products, this is equivalently saying that
⟨x, y⟩ = ⟨x′, y′⟩ exactly when (x, y) =V×V (x′, y′). In order to allow for
higher level ∈-structures the “exactly when” should be replaced with type
equivalence. Moreover, we want it to be the canonical one, in the sense that
if x ≡ x′ and y ≡ y′ then the equivalence should send refl to refl.

In HoTT, this is the statement that ordered pairing is an embedding V ×
V ↪→ V . This neatly encapsulates and generalises the usual characterisation
of equality of ordered pairs in a way that is completely independent of the
level of the ∈-structure. But it does not uniquely define the encoding of
ordered pairs. Indeed, there are several ways to encode ordered pairs in
ordinary set theory. The usual Kuratowsky pairing will work for 0-level ∈-
structures, but not for higher level structures. Luckily, Norbert Wiener’s
encoding, ⟨x, y⟩ := {{{x}, ∅}, {{y}}}, will work for structures of any level.

This was originally observed in previous work by one of the authors
(Gylterud, 2019). However, there the equivalence (⟨x, y⟩ = ⟨x′, y′⟩) ≃
((x, y) =V×V (x′, y′)) was not required to be the canonical one, as we re-
quire here. Moreover, the encoding of ordered pairs used the untruncated
variants of singletons and unordered pairs. But it may be the case that we
can only construct truncated variants in a given ∈-structure. Therefore, we
will here construct ordered pairs, based on the Wiener encoding, but for any
truncation level of singletons and unordered pairs.

Since the results which follow are independent of encoding, we will not
commit to any specific way of forming ordered pairs, but simply assume
ordered pairing as an extra structure.

Definition 5 ( ). Given an ∈-structure, (V,∈), an ordered pairing
structure on (V,∈) is an embedding V × V ↪→ V .

While having ordered pairing is a structure, once the pairing structure is
fixed, the notion of being an ordered pair is a proposition. As is clear from
the proof below, this fact is just another formulation of the characterisation
of equality of ordered pairs.

Proposition 3. Being an ordered pair is a mere proposition: for a fixed ∈-
structure (V,∈) with ordered pairing structure ⟨−,−⟩, the type

∑
a,b:V ⟨a, b⟩ =

x is a proposition, for all x : V .
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Proof. Observe that
∑

a,b:V ⟨a, b⟩ = x is the fiber of ⟨−,−⟩ over x, which is a
proposition since ⟨−,−⟩ is an embedding.

2.2 Properties of ∈-structures

In this section we explore how further set-theoretic notions, such as pair-
ing, union, replacement, separation and exponentiation, can be expressed
as mere propositions about ∈-structures. As mentioned in the introduction,
these notions can be generalised in different ways by using different levels
of truncation. When characterising unions, for instance, it makes a differ-
ence whether the truncated existential quantifier or dependent pair types are
used. With the truncated existential quantifier we only get one copy of each
element in the union, but with the dependent pair type we may get more
copies.

A given ∈-structure can satisfy several versions, but a recurring theme is
that n-level structures will only satisfy the k-truncated versions for k ≤ n.

Convention: In the rest of the paper we will consider the type of trunca-
tion levels to be the type N∞

−2, i.e. the usual truncation levels extended by an
element ∞ for which ∥P∥∞ is defined as P and such that ∞−1 = ∞ = ∞+1.

The properties of ∈-structures will be parameterised by truncation level.
If the truncation level is omitted, in the notation or reference to a prop-
erty, we mean the variant that is labeled with 0 (which usually involves (−1)-
truncation in the definition).

Interestingly, even the untruncated versions of the set theoretic properties
end up being propositions. For instance, to have all ∞-unions is a mere
property of ∈-structures. This is because the properties characterise the
material sets they claim existence of up to equality, by extensionality.

Proposition 4 ( ). Given an ∈-structure, (V,∈), let ϕ : V → Type be a
type family on V . Then the type

∑
x:V

∏
z:V z ∈ x ≃ ϕ z is a proposition.

Proof. Assume (x, α) :
∑

x:V

∏
z:V z ∈ x ≃ ϕ z, then it is enough to show

that the type is contractible. We have the following chain of equivalences:(∑
x′:V

∏
z:V

z ∈ x′ ≃ ϕ z

)
≃

(∑
x′:V

∏
z:V

z ∈ x′ ≃ z ∈ x

)
≃

(∑
x′:V

x′ = x

)

The last type is contractible.

Remark: Proposition 4 states that the generalisation of the unrestricted
comprehension, {z|ϕ z}, determines a set uniquely, when existent. Many
existence statements in set theory can be seen as fleshing out for which forms
ϕ this comprehension defines a set.
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Unordered tuples

The usual notion of pairing naturally extends to unordered tupling of any
arity. The arity can be expressed by any type. The usual pairing operation
is tupling with respect to the booleans, the singleton operation is tupling for
the unit type, and the empty set is tupling for the empty type. We generalise
the property of having tupling to all truncation levels.

Definition 6 ( ). Given k : N∞
−1 and a type I, an ∈-structure, (V,∈), has

(k+1)-unordered I-tupling if for every v : I → V there is {v}k+1 : V such
that

∏
z:V z ∈ {v}k+1 ≃ ∥

∑
i:I v i = z∥k

For the special cases I = Fin n, we say that (V,∈) has k-unordered n-
tupling. If (V,∈) has k-unordered n-tupling for every n : N, we say that
(V,∈) has finite, k-unordered tupling.

We will use the usual notation for finite tuplings, but with a subscript for
the truncation level: k-unordered n-tupling is denoted by {x0, · · · , xn−1}k.
For k-unordered 0-tupling we will use the notation ∅. Observe that
{x0, · · · , xn−1}k is a k-type in (V,∈).

The set ∅ is the set with no elements. For any z : V we have:

z ∈ ∅ ≃
∥∥∥∑
i:0

ex-falso i = z
∥∥∥
k−1

≃ ∥ 0 ∥k−1 ≃ 0 (1)

Note here that the truncation level k does not matter (hence why we ex-
clude it from the notation ∅). By extensionality, the sets corresponding to
k-unordered and k′-unordered 0-tupling, for any two k and k′, are equal.
Note also that ∅ is a mere set in any ∈-structure.

Remark: We say that an ∈-structure, (V,∈), has empty set if there is
an element x : V such that

∏
z:V z ∈ x ≃ 0. By the previous paragraph, this

is equivalent to saying that (V,∈) has 0-tupling.
However, the singletons {x}k may be different for different truncation

levels. For any x, z : V we have:

z ∈ {x}k ≃
∥∥∥∑
i:1

x = z
∥∥∥
k−1

≃ ∥ x = z ∥k−1 (2)

In the special case when x is a mere set in (V,∈), the truncation level does not
matter in that {x}k = {x}0, by extensionality. As an example: {∅}k = {∅}k′
for any two k and k′, since ∅ is a mere set. Starting at level 1, repetitions
matter in tupling: Given k > 0 we have {∅, ∅}k ̸= {∅}k, since ∅ ∈ {∅, ∅}k ≃
∥∅ = ∅+ ∅ = ∅∥k ≃ 2 while ∅ ∈ {∅}k ≃ ∥∅ = ∅∥k ≃ 1.

An interesting usage of 0-unordered 1-tupling combined with 1-unordered
n-tupling is the construction of a set sn such that El sn = B(Sn), the classi-
fying type of the symmetric group on n elements. Simply let sn = {{n∅}1}0,
where n∅ : V n is the vector with n copies of ∅.
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Ordered pairs from unordered tuples

As noted above, ordered pairs can be constructed from the empty set, sin-
gletons and unordered pairs, using Norbert Wiener’s encoding: ⟨x, y⟩ :=
{{{x}, ∅}, {{y}}}. In ∈-structures of arbitrary level it makes sense to ask
what level of truncation {−}k and {−,−}k′ should be used when defin-
ing ordered pairs. The construction using the (−1)-truncated variants
does not work in higher level structures since {{{x}0, ∅}0, {{y}0}0}0 =
{{{x′}0, ∅}0, {{y′}0}0}0 is a proposition, while (x, y) = (x′, y′) need not be.

If (V,∈) has level n, then we know that (x, y) = (x′, y′) has type level
n− 1. For that case the (n− 1)-truncated variants would give us the correct
type level for ⟨x, y⟩ = ⟨x′, y′⟩. But, we observe that {−}n = {−}∞ in ∈-
structures of level n since we have z ∈ {x}n ≃ ∥z = x∥n−1 ≃ (z = x).
For unordered pairs we need to distinguish between the (−1)-truncated case
and all other cases since coproducts are not closed under propositions. More
specifically, for n ≥ 1 we have {−,−}n = {−,−}∞ if (V,∈) has level n,
since z ∈ {x, y}n ≃ ∥(z = x) + (z = y)∥n−1 ≃ ((z = x) + (z = y)). This
equivalence does not hold for n = 0 and arbitrary x, y : V . However, if x ̸= y,
then z = x → z ̸= y and the equivalence holds. We use these observations
to make a general construction of ordered pairs which we can instantiate for
∈-structures of all levels.

Lemma 1 ( ). Given an ∈-structure, (V,∈), with an operation α : V ×
V → V with equivalences e :

∏
x,y:V x ̸= y →

∏
z:V z ∈ α(x, y) ≃ ((z = x) +

(z = y)), and two disjoint embeddings, f g : V ↪→ V , i.e.
∏
x,y:V f x ̸= g y,

then α ◦ (f × g) : V × V → V is an embedding.

Proof. We need to show, for any (x, y), (x′, y′) : V × V , that apα◦(f×g) :
(x, y) = (x′, y′) → α(f x, g y) = α(f x′, g y′) is an equivalence. To this end,
it is enough to construct some equivalence between the identity types that
sends refl : α(f x, g y) = α(f x, g y) to refl : (x, y) = (x, y).

We have the following chain of equivalences:

(α(f x,g y) = α(f x′, g y′)) (3)

≃
∏
z:V

z ∈ α(f x, g y) ≃ z ∈ α(f x′, g y′) (4)

≃
∏
z:V

((z = f x) + (z = g y)) ≃ ((z = f x′) + (z = g y′)) (5)

≃
∏
z:V

((z = f x) ≃ (z = f x′))× ((z = g y) ≃ (z = g y′)) (6)
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≃

(∏
z:V

(z = f x) ≃ (z = f x′)

)
×

(∏
z:V

(z = g y) ≃ (z = g y′)

)
(7)

≃
(
f x = f x′

)
×
(
g y = g y′

)
(8)

≃
(
x = x′

)
×
(
y = y′

)
(9)

≃ ((x, y) = (x′, y′)) (10)

In step (4) we use extensionality for (V,∈). In step (5) we use the equiv-
alences e (f x) (g y) and e (f x′) (g y′), together with the fact that f x ̸= g y
and f x′ ̸= g y′. The equivalence (6) follows from the fact that z = f x and
z = g y′, and z = f x′ and z = g y, are, respectively, mutually exclusive. In
step (9) we use the fact that f and g are embeddings.

We chase refl : α(f x, g y) = α(f x, g y) through the equivalence:

refl 7→ λ z. id-equiv (11)

7→ λ z. (e z) ◦ id-equiv ◦ (e z)−1 (12)

= λ z. id-equiv (13)

7→ λ z.(id-equiv, id-equiv) (14)

7→ (λ z. id-equiv, λ z. id-equiv) (15)

7→ (refl, refl) (16)

=
(
apf refl, apg refl

)
(17)

7→
(
ap−1

f

(
apf refl

)
, ap−1

g

(
apg refl

))
(18)

= (refl, refl) (19)

7→ refl (20)

where we have used the fact that extensionality for (V,∈) sends refl to
id-equiv.

For the Norbert Wiener construction of ordered pairs we thus have to
show that both {{−}n}n and {{−}n, ∅}n are embeddings. Using the previous
observation about the relationship between the n-truncated versions and the
∞-truncated ones, it is enough to show this for the ∞-truncated versions.

Lemma 2 ( ). The function {−}∞ : V → V is an embedding.

Proof. We follow the same strategy as in the proof of Lemma 1. For any
x, y : V we have the following chain of equivalences:
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({x}∞ = {y}∞) ≃
∏
z:V

z ∈ {x}∞ ≃ z ∈ {y}∞ (21)

≃
∏
z:V

(z = x) ≃ (z = y) (22)

≃ (x = y) (23)

In step (21) we use extensionality for (V,∈).
Let e :

∏
x:V

∏
z:V z ∈ {x}∞ ≃ (z = x) be the defining family of equiva-

lences for {−}∞. We chase refl : {x}∞ = {x}∞ along the chain of equiva-
lences above:

refl 7→ λ z. id-equiv (24)

7→ λ z.(e x z) ◦ id-equiv ◦(e x z)−1 (25)

= λ z. id-equiv (26)

7→ refl (27)

In step (24) we use the fact that extensionality for (V,∈) sends refl to
id-equiv.

Lemma 3 ( ). Let α : V → V → V be such that e :
∏
x,y:V x ̸= y →∏

z:V z ∈ αx y ≃ ((z = x) + (z = y)). Then λx. α {x}∞ ∅ : V → V is an
embedding.

Proof. First, we observe that for all x : V , {x}∞ ̸= ∅ since x ∈ {x}∞ is
inhabited but x ∈ ∅ is empty. We now follow the same strategy as in the proof
of Lemma 1. For any x, y : V we have the following chain of equivalences:

(α {x}∞ ∅ = α {y}∞ ∅) (28)

≃
∏
z:V

(z ∈ α {x}∞ ∅) ≃ (z ∈ α {y}∞ ∅) (29)

≃
∏
z:V

((z = {x}∞) + (z = ∅)) ≃ ((z = {y}∞) + (z = ∅)) (30)

≃
∏
z:V

((z = {x}∞) ≃ (z = {y}∞))× ((z = ∅) ≃ (z = ∅)) (31)

≃
∏
z:V

(z = {x}∞) ≃ (z = {y}∞) (32)

≃ ({x}∞ = {y}∞) (33)

≃ (x = y) (34)
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In step (29) we use extensionality for (V,∈). In step (31) we use the fact
that {x}∞ ̸= ∅ and {y}∞ ̸= ∅. In step (32) we use the fact that (z = ∅) ≃
(z = ∅) is contractible since ∅ is a mere set, and hence z = ∅ is a proposition.
In step (34) we use Lemma 2.

We chase refl : α {x}∞ ∅ = α {x}∞ ∅ along the chain of equivalences above:

refl 7→ λ z. id-equiv (35)

7→ λ z.(e z) ◦ id-equiv ◦(e z)−1 (36)

= λ z. id-equiv (37)

7→ λ z.(id-equiv, id-equiv) (38)

7→ λ z. id-equiv (39)

7→ refl (40)

= ap{−}∞ refl (41)

7→ ap−1
{−}∞

(
ap{−}∞ refl

)
(42)

= refl (43)

In step (35) we use the fact that extensionality for (V,∈) sends refl to
id-equiv.

Theorem 1 ( ). If (V,∈) is an ∈-structure of level n which has
∅, {−}n and {−,−}n, then it has an ordered pairing structure given by
λ (x, y).{{{x}n, ∅}n, {{y}n}n}n.

Proof. Corollary of Lemma 1, Lemma 2 and Lemma 3.

Restricted separation

In constructive set theory (Aczel, 1978), restricted separation is the ability to
construct sets of the form {z ∈ x |Φ z}, for a formula Φ where all quantifiers
are bounded (i.e. ∀a ∈ b · · · and ∃a ∈ b · · ·). One way to internalise this to
type theory is to require that the predicate Φ : V → PropU is a predicate of
propositions in U . We do the same here in that we require the predicate to
take values in U , but as with the other properties, we generalise to higher
truncation levels.

Definition 7 ( ). An ∈-structure, (V,∈), has U-restricted (k + 1)-
separation, for k : N∞

−1, if for every x : V and P : Elx → k -TypeU there is
an element {x |P} : V such that

∏
z:V z ∈ {x |P} ≃

∑
e:z∈x P (z, e).

Remark: Usually, in set theory, the predicate is defined for any x, even
when taking the restricted separation. But this falls under the above: Assume
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Q : V → k -TypeU , then one can readily define P (z, e) = Qz and the defining
property becomes z ∈ {x |P} ≃ (z ∈ x×Qz). However, going in the opposite
direction only works at level 0, because the predicate P may otherwise depend
on the specific witness of elementhood.

Remark: At level 1, we can use 0-unordered 1-tupling, 1-unordered tu-
pling and U -restricted 1-separation, to construct for every group G a set
sG such that El sG = B(G), the classifying type for the group.‡ First let
|G|∅ : |G| → V be the constant function mapping every element of the group
to ∅. This is the tuple to which we will apply 1-unordered tupling, construct-
ing {|G|∅}1. This multiset has one copy of ∅ for every element of the group,
hence its automorphisms in V are the bijections on |G|:

({|G|∅}1 = {|G|∅}1) ≃
∏
z:V

(z ∈ {|G|∅}1) ≃ (z ∈ {|G|∅}1) (44)

≃
∏
z:V

(|G| × (z = ∅)) ≃ (|G| × (z = ∅)) (45)

≃ (|G| =U |G|) (46)

If we take the 0-singleton {{|G|∅}1}0, we get a set which has B(AutU |G|)
as its type of elements:

El {{|G|∅}1}0 =
∑
z:V

z ∈ {{|G|∅}1}0 (47)

≃
∑
z:V

∥z = {|G|∅}1∥−1 (48)

= B(AutV {|G|∅}1) (49)

≃ B(AutU |G|) (50)

The final ingredient is that we need a map f : B(G) → B(Aut |G|). This
map is the well-known map induced by multiplication in the group. This is
a cover, i.e. its fibers are sets, hence fiber f : B(Aut |G|) → 0 -Type, which
we will coerce along the equivalence B(AutU |G|) ≃ El {{|G|∅}1}0 to obtain
PG : El {{|G|∅}1}0 → 0 -Type. Thus, we define sG := {{{|G|∅}1}0|PG},
which then has the desired property:

‡For a thorough treatment of groups and classifying types, see the Symmetry book
(Bezem et al., 2022)
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El sG =
∑
z:V

z ∈ {{{|G|∅}1}0|PG} (51)

≃
∑
z:V

∑
e:z∈{{|G|∅}1}0

PG(z, e) (52)

≃
∑

q:El {{|G|∅}1}0

PG q (53)

≃
∑

q:B(Aut |G|)

fiber f q (54)

≃ B(G) (55)

Replacement

Replacement says that given a set a, and a description of how to replace
its elements, we can create a new set containing exactly the replacements of
elements in a. Of course, two elements in a may be replaced by the same
elements, so the property must include truncation.

Definition 8 ( ). An ∈-structure, (V,∈), has (k + 1)-replacement, for
k : N∞

−1, if for every a : V and f : El a → V there is an element {f(x) |x ∈
a} : V such that

∏
z:V z ∈ {f(x) |x ∈ a} ≃

∥∥∑
x:El a f x = z

∥∥
k

Remark: Having k-replacement is to have k-unordered I-tupling for
I = El a, for any a : V .

In Section 3 we further explore the implications of k-replacement and how
it affects representations of types within ∈-structures.

Union

Just as for tupling, there is a notion of union to consider for each type level,
for ∈-structures, distinguished by the truncation of the existential quantifier.

Definition 9 ( ). An ∈-structure, (V,∈), has (k+1)-union, for k : N∞
−1,

if for every x : V there is
⋃
k x : V such that

∏
z:V z ∈

⋃
k x ≃

∥∥∑
y:V z ∈

y × y ∈ x
∥∥
k
.

As usual, from pairing and general unions, one can define binary k-union
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by x ∪k y :=
⋃
k{x, y}k. For z : V we have:

z ∈ x ∪k y ≃
∥∥∥∑
w:V

z ∈ w × w ∈ {x, y}k
∥∥∥
k−1

(56)

≃
∥∥∥∑
w:V

z ∈ w × ∥w = x+ w = y∥k−1

∥∥∥
k−1

(57)

≃
∥∥∥∑
w:V

z ∈ w × (w = x+ w = y)
∥∥∥
k−1

(58)

≃
∥∥∥z ∈ x+ z ∈ y

∥∥∥
k−1

(59)

Binary 0-union is the usual binary union in set theory, where copies are
discarded. The higher level binary union keeps copies. For example, {∅}1 ∪0

{∅}1 = {∅}0, while {∅}1 ∪k {∅}1 = {∅, ∅}k, for k ≥ 1.

Exponentiation

Exponentiation states that for any two sets a and b there is a set that contains
exactly the functions from a to b. In order to express this property we need
to first generalise the notion of a function internal to an ∈-structure. As
opposed to the other properties, the notion of a function can be expressed
in a uniform way for ∈-structures of any level. As in usual set theory, the
notion of a function is relative to a choice of ordered pairing structure.

But what constitutes a function between two generalised sets, say a, b : V ?
The perhaps easiest answer, which is the one we will argue for here, is that
it is in essence a function El a → El b, which can then be represented as
set itself by taking its graph. At level 0, in usual set theory, a function
is completely determined by its graph. The general situation is, however,
that if a and b are of level n + 1 there is an n-type of function structures
which can be put on a set of pairs. We call this structure operationa b, and
Proposition 8 constructs an equivalence between El a → El b and sets with
operationa b-structure.

Remark: As usual in constructive set theory, we use the exponentiation
axiom instead of the powerset axiom. One could define the powerset axiom
for higher level structures by saying that z : V is a subset of x : V if for all
y : V there is an embedding y ∈ z ↪→ y ∈ x. However, in any fixed-point
model, the powerset axiom would require a small subobject classifier in the
ambient type theory, hence why we do not consider it further in this paper.

Definition 10 ( ). Given three elements a, b, f : V in an ∈-structure
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(V,∈) with ordered pairing ⟨−,−⟩ : V × V ↪→ V , define a type:

operationa b f :=

∏
x:V

x ∈ a ≃
∑
y:V

⟨x, y⟩ ∈ f


×

∏
x:V

∏
y:V

⟨x, y⟩ ∈ f → y ∈ b


×

∏
z:V

z ∈ f →
∑
x:V

∑
y:V

z = ⟨x, y⟩


The first conjunct of operationa b f states that the pairs in f form an

operation with domain a, and the second states that its codomain is b. The
third conjunct, which is always a proposition by Proposition 3, states that f
only contains pairs.

Note that operation here is the same as Definition 8 in Gylterud (2019).
However, in this paper we define another type which we show is equivalent
to operation and which is of a more type theoretic flavor.

The type operationa b f is not always a proposition. Hence, an element
p : operationa b f should be regarded as an operation structure on f with
domain a and codomain b. However, in the case when a and b are mere sets,
operationa b f is a proposition.

Proposition 5 ( ). Given three elements a, b, f : V in an ∈-structure
(V,∈) with ordered pairing ⟨−,−⟩ : V × V ↪→ V , if a and b are mere sets in
(V,∈), then operationa b f is a proposition equivalent to the following type:(∏

x:V

x ∈ a→ ∃!
y:V

⟨x, y⟩ ∈ f

)

×

∏
x:V

∏
y:V

⟨x, y⟩ ∈ f → x ∈ a × y ∈ b


×

∏
z:V

z ∈ f →
∑
x:V

∑
y:V

z = ⟨x, y⟩


Proof. We start by proving the equivalence. First, we observe that for any
x : V , p : x ∈ a, and function e :

∑
y:V ⟨x, y⟩ ∈ f → x ∈ a we have an

equivalence

fiber e p ≃
∑
y:V

⟨x, y⟩ ∈ f

https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.property.exponentiation.html#15763
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since for any q :
∑

y:V ⟨x, y⟩ ∈ f the type e q = p is contractible because a
is a mere set. It thus follows that for any x : V we havex ∈ a ≃

∑
y:V

⟨x, y⟩ ∈ f


≃

∑
e:
∑

y:V ⟨x,y⟩∈f→x∈a

∏
p:x∈a

is-contr (fiber e p)

≃

∑
y:V

⟨x, y⟩ ∈ f → x ∈ a

×
(
x ∈ a→ ∃!

y:V
⟨x, y⟩ ∈ f

)

The desired equivalence follows from this, after some currying and rear-
ranging.

Since ∃!y:V ⟨x, y⟩ ∈ f is a proposition it follows that(∏
x:V

x ∈ a→ ∃!y:V ⟨x, y⟩ ∈ f

)

is a proposition. When a and b are mere sets, x ∈ a × y ∈ b is a proposition,
and hence ∏

x:V

∏
y:V

⟨x, y⟩ ∈ f → (x ∈ a) × (y ∈ b)


is a proposition. Finally, since ordered pairing is an embedding, and∑

x:V

∑
y:V z = ⟨x, y⟩ is essentially the fibres of the pairing operation, it

follows that ∏
z:V

z ∈ f →
∑
x:V

∑
y:V

z = ⟨x, y⟩

is a proposition.

This equivalence was proven as Lemma 6.10 in Gylterud (2018) for the
type V constructed there. Here we show the equivalence for general ∈-
structures.

Corollary 1. If (V,∈) is of level 0 then operationa b f is a proposition, for
all a, b, f : V .

We can now define exponentiation for ∈-structures.

Definition 11 ( ). An ∈-structure, (V,∈) with an ordered pairing struc-
ture, has exponentiation if for every two a, b : V there is an element ba

such that
∏
f :V (f ∈ ba) ≃ operationa b f .

https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.property.exponentiation.html#2442
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While operation is a straightforward internalisation of the set theoretic
definition of a function, it can be inconvenient to work with. What follows
is a definition that is equivalent to operation but which is sometimes easier
to use.

Definition 12 ( ). Given three elements a, b, f : V in an ∈-structure
(V,∈) with ordered pairing ⟨−,−⟩ : V × V ↪→ V , define a type:

operation’a b f :=
∑

ϕ:El a→El b

∏
z:V

(
z ∈ f ≃

∑
x:El a

⟨π0 x, π0 (ϕ x)⟩ = z

)

Proposition 6 ( ). For any a, b, f : V we have the following equivalence:

operationa b f ≃ operation’a b f

Before we prove this equivalence we prove two general lemmas that we
will need, concerning fiberwise functions and equivalences.

Lemma 4 ( ). Let A and B be types and let C : B → Type be a type family
over B. For any embedding f : A ↪→ B and element γ :

∏
(b,c):

∑
b:B C b fiber f b

we have an equivalence ∑
a:A

C (f a) ≃
∑
b:B

C b.

Proof. Let F :
∑

a:AC (f a) →
∑

b:B C b be the function given by F (a, c) :=
(f a, c). For (b, c) :

∑
b:B C b, we have the following chain of equivalences:

fiber F (b, c) ≃
∑
a:A

∑
c′:C (f a)

∑
p:f a=b

trCp c
′ = c (60)

≃
∑
a:A

∑
p:f a=b

∑
c′:C (f a)

c′ = trCp−1 c (61)

≃ fiber f b (62)

Step (62) uses the fact that
∑

c′:C (f a) c
′ = trCp−1 c is contractible.

Thus, fiber F (b, c) is a proposition, since f is an embedding, which is
inhabited by γ, and therefore contractible.

There is an equivalence between fiberwise equivalences and equivalences
of the total spaces that respect the first coordinate. This will be useful several
times because it gives two equivalent characterisations of equality in slices
over a type.

https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.property.exponentiation.html#2647
https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.property.exponentiation.html#2916
https://elisabeth.stenholm.one/univalent-material-set-theory/foundation.embeddings.html#8702
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Lemma 5 ( ). For any type A, and any families P,Q : A → Type we
have that (∏

x:A

P x→ Qx

)
≃

 ∑
α:
∑

x:A P x→
∑

x:AQx

π0 ◦ α = π0


Proof. We have the following chain of equivalences:(∏

x:A

P x→ Qx

)
≃

∏
(x, ):

∑
x:A P x

Qx (63)

≃
∏

(x, ):
∑

x:A P x

∑
(x′, ):

∑
x′:A x

′=x

Qx′ (64)

≃
∏

(x, ):
∑

x:A P x

∑
(x′, ):

∑
x′:AQx

′

x′ = x (65)

≃
∑

α:
∑

x:A P x→
∑

x:AQx

π0 ◦ α = π0 (66)

where (63) is currying, (64) follows from the fact that
∑

x′:A x
′ = x is

contractible and (66) is the interchange law between Σ-types and Π-types,
together with function extensionality. The equivalence sends f to (tot f, refl).

Remark: Lemma 5 has been independently added by Egbert Rijke to
the agda-unimath library (Rijke et al., 2024). The proof there is slightly
different, with a direct construction of the equivalence, instead of equivalence
reasoning.

Corollary 2 ( ). For any type A, and any families P,Q : A → Type we
have an equivalence(∏

x:A

P x ≃ Qx

)
≃

 ∑
α:
∑

x:A P x≃
∑

x:AQx

π0 ◦ α = π0


Proof. This follows from Lemma 5 by an application of Theorem 4.7.7 in
the HoTT Book (The Univalent Foundations Program, 2013, p. 185), which
states that a fiberwise transformation is a fiberwise equivalence if and only
if the corresponding total function is an equivalence.

Proof of Proposition 6. We outline the key steps of the equivalence. For full
details see the Agda formalisation. We have the following chain of equiva-
lences:

https://elisabeth.stenholm.one/univalent-material-set-theory/foundation.slice.html#6332
https://elisabeth.stenholm.one/univalent-material-set-theory/foundation.slice.html#8713
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operationa b f ≃

 ∏
z:El f

fiber ⟨−,−⟩ (π0 z)

 (67)

×

 ∑
σ:El a≃

∑
(x,y):V ×V ⟨x,y⟩∈f

π0 ∼ π0 ◦ π0 ◦ σ


×

 ∑
ϕ:
∑

(x,y):V ×V ⟨x,y⟩∈f→El b

π0 ◦ ϕ ∼ π1 ◦ π0


≃

∑
γ:
∏

z:El f fiber ⟨−,−⟩ (π0 z)

(68)

 ∑
σ:El a≃El f

π0 ◦ σ−1 ∼ π0 ◦ π0 ◦ γ


×

 ∑
ϕ:El f→El b

π0 ◦ ϕ ∼ π1 ◦ π0 ◦ γ


≃

∑
σ:El a≃El f

∑
ϕ:El f→El b

∏
z:El f

∑
(x,y):V×V

(69)

(⟨x, y⟩ = π0 z)×
(
π0 (σ

−1 z) = x
)
× (π0 (ϕ z) = y)

≃
∑

σ:El a≃El f

∑
ϕ:El f→El b

∏
z:El f

⟨π0 (σ−1 z), π0 (ϕ z)⟩ = π0 z (70)

≃
∑

ϕ:El a→El b

∑
σ:El a≃El f

∏
x:El a

⟨π0 x, π0 (ϕ x)⟩ = π0 (σ x) (71)

≃ operation’a b f (72)

where in (67) we apply Corollary 2 to the first conjunct and Lemma
5 to the second conjunct, and then rearrange. In (68) we use Lemma 4
to construct an equivalence

∑
(x,y):V×V ⟨x, y⟩ ∈ f ≃ El f which we apply

in the second and third conjuncts. In (69) we rearrange and then use the
interchange law for

∏
-types and

∑
-types. In (70) we use extensionality for

cartesian products and the fact that
∑

(x,y):V×V (π0 (σ
−1 z), π0 (ϕ z)) = (x, y)

is contractible. In (71) we swap El a for El f and then rearrange. Finally, in
(72) we use Corollary 2 again.

The notion of operation’ captures type theoretic functions in the sense
that the type of all operations from a : V to b : V is a subtype of the type
El a→ El b.
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Proposition 7 ( ). Given a, b : V in an ∈-structure (V,∈) with ordered
pairing ⟨−,−⟩, there is a canonical embedding∑

f :V

operation’a b f

 ↪→ (El a→ El b)

Proof. By swapping the Σ-types we have the following equivalence

∑
f :V

operation’a b f


≃

∑
ϕ:El a→El b

∑
f :V

∏
z:V

(
z ∈ f ≃

∑
x:El a

⟨π0 x, π0 (ϕ x)⟩ = z

)
(73)

The type
∑

f :V

∏
z:V (z ∈ f ≃

∑
x:El a⟨π0 x, π0 (ϕ x)⟩ = z) is a proposi-

tion, by Proposition 4. The embedding is thus the composition of (73) with
the first projection.

An operation from a : V to b : V is thus a function from El a → El b. A
natural question to ask is when all functions El a→ El b correspond to some
operation.

Proposition 8 ( ). Given a, b : V in an ∈-structure (V,∈) of level n : N∞,
with ordered pairing ⟨−,−⟩, the embedding in Proposition 7 is an equivalence
if (V,∈) has n-replacement.

Proof. Suppose (V,∈) has n-replacement. By applying it to the map
λx.⟨π0 x, π0 (ϕ x)⟩ : El a→ V , we get an element of the following type:

∑
f :V

∏
z:V

(
z ∈ f ≃

∥∥∥ ∑
x:El a

⟨π0 x, π0 (ϕ x)⟩ = z
∥∥∥
n−1

)

Claim: The type
∑

x:El a⟨π0 x, π0 (ϕ x)⟩ = z is (n− 1)-truncated.
Given that the claim is true we can drop the truncation. Thus the type

∑
f :V

∏
z:V

(
z ∈ f ≃

∑
x:El a

⟨π0 x, π0 (ϕ x)⟩ = z

)

is contractible, because it is an inhabited proposition, and hence the embed-
ding constructed in Proposition 7 is an equivalence.

https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.property.exponentiation.html#20060
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2 ∈-structures 67

It remains to prove the claim. First, we have the following equivalence:∑
x:El a

(⟨π0 x, π0 (ϕ x)⟩ = z) ≃
∑

(x,y):El a×El b

(⟨π0 x, π0 y⟩ = z)× (ϕ x = y)

(74)

This follows from the fact that
∑

y:El b ϕ x = y is contractible. The type
ϕ x = y is (n−1)-truncated since V is an n-type, by Proposition 1. The type∑

(x,y):El a×El b (⟨π0 x, π0 y⟩ = z) is the fiber of the composite map ⟨−,−⟩ ◦
(π0 × π0) over z : V . The map ⟨−,−⟩ is an embedding and thus an (n− 1)-
truncated map. The fibers of the two projection maps over z are z ∈ a and
z ∈ b respectively. These types are (n− 1)-truncated. So the composite map
is (n− 1)-truncated, and the claim follows.

Accessible elements and foundation

We choose the same approach as the HoTT Book (The Univalent Foundations
Program, 2013) to well-foundedness, namely accessibility predicates. The
axiom of foundation is then the statement that all elements are accessible.
This need not be true in a given ∈-structure, but the subtype of accessible
elements inherits the ∈-structure from the base type. This new ∈-structure
satisfies foundation.

Definition 13 ( ). Given an ∈-structure, (V,∈), define inductively the
predicate Acc : V → Type by

• acc :
∏
x:V (

∏
y:V y ∈ x→ Acc y) → Accx

Lemma 6 ( ). For every x : V the type Accx is a mere proposition.

Proof. Lemma 10.3.2 in the HoTT Book (The Univalent Foundations Pro-
gram, 2013, p. 454).

Definition 14 ( ). An ∈-structure, (V,∈), has foundation if
∏
x:V Accx.

Since accessibility is a proposition, we can define for a given ∈-structure,
the subtype of accessible elements.

Definition 15 ( ). Given an ∈-structure, (V,∈), define the type
VAcc :=

∑
x:V Accx and define the binary relation ∈Acc:= λ (x : VAcc) (y :

VAcc). π0 x ∈ π0 y.

The subtype of accessible elements inherits the ∈-structure from the base
type.

https://elisabeth.stenholm.one/univalent-material-set-theory/order-theory.accessible-elements-relations.html#1138
https://elisabeth.stenholm.one/univalent-material-set-theory/order-theory.accessible-elements-relations.html#3710
https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.property.foundation.html#283
https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.accessible-elements.html#1416
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Proposition 9 ( ). Given an ∈-structure, (V,∈), the pair (VAcc,∈Acc)
forms an ∈-structure.

Proof. We need to prove extensionality for (VAcc,∈Acc). For x, y : VAcc we
have the following chain of equivalences:

(x = y) ≃ (π0 x = π0 y) (75)

≃
∏
z:V

z ∈ π0 x ≃ z ∈ π0 y (76)

≃
∑

e :
∑

z:V z∈π0 x ≃
∑

z:V z∈π0 y

π0 ◦ e ∼ π0 (77)

≃
∑

e :
∑

z:V (z∈π0 x)×(Acc z) ≃
∑

z:V (z∈π0 y)×(Acc z)

π0 ◦ e ∼ π0 (78)

≃
∑

e :
∑

z:VAcc
π0 z∈π0 x ≃

∑
z:VAcc

π0 z∈π0 y

π0 ◦ e ∼ π0 (79)

≃
∏
z:VAcc

z ∈Acc x ≃ z ∈Acc y (80)

In step (75) we use Lemma 6. Step (76) is extensionality for (V,∈) and
step (77) is Corollary 2. In step (78) we use the fact that elements of ac-
cessible sets are accessible and thus Acc z is contractible. Step (79) is some
rearranging of conjuncts in the base type together with the characterisation
of equality in subtypes for the fibration. The last step is again an application
of Corollary 2.

Chasing refl along this chain of equivalences we see that it is sent to
λ z. id-equiv.

The subtype of accessible elements satisfies foundation.

Theorem 2 ( ). Given an ∈-structure, (V,∈), the ∈-structure (VAcc,∈Acc)
has foundation.

Proof. There are two different accessibility predicates at play here. Let Acc
and acc be accessibility with respect to (V,∈) and let Acc′ and acc′ be acces-
sibility with respect to (VAcc,∈Acc). We need to show

∏
x:VAcc

Acc′ x, which
we do by using the induction principle of Acc (modulo a transport):

α :
∏
x:VAcc

Acc′ x

α(x, acc f) := acc′ (λ (y : VAcc)(p : π0 y ∈ x). α(π0 y, f (π0 y) p))

https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.accessible-elements.html#8984
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3 Internalisations of types in ∈-structures

Any element a : V gives rise to a type El a (Definition 2), and in some sense
a represents El a inside the bigger structure of (V,∈). For instance, an oper-
ation from a to b is precisely a function from El a→ El b (Proposition 7). A
natural question to ask is: Which types can be represented as elements in this
way in a given ∈-structure? In this section we introduce some basic vocab-
ulary for talking about this kind of representation. We apply this by giving
a very flexible formulation of the axiom of infinity – which constructively is
often formulated as the existence of a set collecting the natural numbers for
some chosen encoding of these. The flexibility of our formulation is that it
takes the encoding as a parameter, making very few assumptions about it.
We prove that for ∈-structures that satisfy replacement, the existence of a
set of natural numbers is independent of encoding.

3.1 Internalisations and representations

For the rest of this section, fix an ∈-structure (V,∈) and A : Type.

Definition 16 ( ). A (V,∈)-internalisation of A is an element a : V
such that El a ≃ A.

There can be several different internalisations of A. However, if we fix an
encoding of the elements of A in V , there is at most one element in V which
is an internalisation of A with respect to this encoding.

An encoding of the elements of A in V is a function A → V . We will
call this a representation because of the superficial similarity with classical
representation theory, which can be seen as the study of functors G→ Veck
for some groupG and field k. In our case representations are functions A→ V
where A can be any type (not necessarily a group), and the codomain is some
∈-structure.

Definition 17 ( ). A (V,∈)-representation of A is a function A→ V .

Our main concern is going to be if a given representation gives rise to
an internalisation of the domain in the ∈-structure itself. In other words, if
the elements pointed out by the representation can be collected to a set such
that the type of elements is exactly the type being represented.

Definition 18 ( ). Given a (V,∈)-representation of A, say f : A → V ,
let an internalisation of f be an a : V such that for every z : V we have
z ∈ a ≃ fiber f z.

We say that a representation is internalisable if there is an internalisa-
tion of it. An internalisation of a representation is an internalisation of the
domain.

https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.internalisations.html#1746
https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.internalisations.html#1854
https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.internalisations.html#1929
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Proposition 10 ( ). Let f : A → V be a (V,∈)-representation of A and
let a : V be an internalisation of f . Then a is an internalisation of A.

Proof. By Lemma 4.8.2 in the HoTT Book (The Univalent Foundations Pro-
gram, 2013), we have:

El a ≡

(∑
z:V

z ∈ a

)
≃

(∑
z:V

fiber f z

)
≃ A,

showing that a is an internalisation of A.

Once a representation of a type is fixed, the internalisation is uniquely
defined. Thus, we will speak of the internalisation of a given representation.

Proposition 11 ( ). Given a (V,∈)-representation of A, say f :
A → V , the internalisation of f is uniquely defined. That is, the type∑

a:V

∏
z:V (z ∈ a ≃ fiber f z) is a proposition.

Proof. Corollary of Proposition 4.

The notion of representation gives us a way to separate the internalisa-
tion of a type into a structure part (how the elements are encoded) and the
property that this structure can be internalised. In fact, an internalisation
of a type is exactly the same as an internalisation of a representation of that
type.

Proposition 12 ( ). The type of all internalisable (V,∈)-representations
of A is equivalent to the type of all internalisations of A, i.e. there is an
equivalence  ∑

f :A→V

∑
a:V

∏
z:V

z ∈ a ≃ fiber f z

 ≃
∑
a:V

(El a ≃ A) .

Proof. For a : A, we have the following chain of equivalences: ∑
f :A→V

∏
z:V

z ∈ a ≃ fiber f z

 ≃
∑

f :A→V

∑
e:El a≃A

f ◦ e = π0 (81)

≃
∑

e:El a≃A

∑
f :A→V

f = π0 ◦ e−1 (82)

≃ (El a ≃ A) (83)

Step (81) is an application of Corollary 2. We rearrange in step (82), and
finally, step (83) is the fact that the total space of paths from a given point
is contractible.

The desired equivalence follows from the equivalence above, after some
rearranging.

https://elisabeth.stenholm.one/univalent-material-set-theory/e-structure.internalisations.html#2103
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If a representation f : A → V is an embedding, we say that the repre-
sentation is faithful. The truncation level of a representation determines the
level of the internalisation. In the special case of a faithful representation,
the internalisation is a mere set.

Proposition 13 ( ). An internalisation of f : A→ V is a (k+1)-type if
and only if f is a k-truncated representation, for k : N−1.

Proof. Let a : V be an internalisation of f . Then a is a (k + 1)-type if and
only if fiber f z is a k-type, for all z : V . In other words, a is a (k + 1)-type
if and only if f is a k-truncated map.

Note here that if f is a faithful representation, it is not necessarily the case
that the type A itself is a set. A mere set in V can be the internalisation of a
faithful representation of a type of any level, as long as it can be embedded
into V . An exception to this is if V is of level 0, meaning that it only contains
mere sets, then V itself is a set, all internalisable representations are faithful,
and hence any type with an internalisable representation will be a set.

Representations and internalisations give an new perspective on the prop-
erties of Section 2. All of them, except foundation, can be seen as stating that
a certain representation has an internalisation. For instance, exponentiation
can be seen as stating that the representation sending a map El a→ El b to
its graph, can be internalised.

Replacement, in particular, can be seen in an interesting light. In classical
set theory, replacement is the axiom schema which says that if you have a set
you can replace its elements and still get a set, as long as the replacements are
uniquely defined (by a formula in the first-order language of set theory). In
terms of representations we can view this as follows: Given an internalisation
of a type as a set, any other representation can be internalised by replacing
the elements of the internalisation by their alternate representation. The
various levels of replacement properties correspond to restrictions on what
kind of representations can be replaced. For instance, 0-replacement gives
the replacement property for faithful representations.

Proposition 14 ( ). If (V,∈) satisfies (k+1)-replacement and A has an
internalisation, then any k-truncated representation f : A → V of A has an
internalisation.

Proof. Let a : V be an internalisation of A, with a given α : El a ≃ A. Then
apply (k + 1)-replacement to f ◦ α : El a → V to obtain b : V such that for
all z : V there is an equivalence

z ∈ b ≃
∥∥∥ ∑
x:El a

f(αx) = z
∥∥∥
k

(84)
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Since f is k-truncated and α is an equivalence, we can swap the base type
El a with A and drop the truncation, giving us an equivalence

z ∈ b ≃
∑
x:A

f x = z (85)

Thus b internalises f .

3.2 Natural Numbers / Infinity

There are many ways of formulating the axiom of infinity. The simplest
formulation is perhaps ∃u (∅ ∈ u ∧ ∀x ∈ u ∃ y ∈ u x ∈ y), which can be
found in some texts, such as Set Theory by Bell (Bell, 2011). This formulation
depends on foundation for the result to actually be an infinite set, as this
axiom is also satisfied by the co-hereditarily finite sets (the final coalgebra
of the the finite powerset functor), by the element defined by the equation
x = {∅, x}. Another approach is to define the notion of a successor set, for
instance s x = x∪ {x} or s x = {x} and then postulate the existence of a set
containing ∅ and which is closed under s. This becomes an infinite set even
without foundation, since the successor function preserves well-foundedness
and increases rank.

In Aczel’s CZF (Aczel, 1978), the axiom of infinity is formulated as the
existence of a set of natural numbers, ∃ z Nat(z). Aczel’s formulation of
this axiom determines the set of natural numbers uniquely if foundation is
assumed. However, if foundation is not assumed, one may have fixed points
of the successor function which can be thrown in while still satisfying Aczel’s
Nat predicate. For instance, given a quine atom, q = {q}, then for any n we
have Nat(n) → Nat(n ∪ q). This can be remedied by further assuming that
n is accessible, in which case n is uniquely determined.

When choosing a property corresponding to the axiom infinity for ∈-
structures in general, we will leverage the fact that we are not bound by
first-order logic, and try to give a direct and intuitive formulation, which
does not depend on foundation or assumptions about accessibility. We will
also keep to the principle that properties postulating existence of sets should
be uniquely determined, or be explicitly given as extra structure. Therefore,
we will not say that an ∈-structure has natural numbers to mean that N has
an internalisation, as the type

∑
a:V El a ≃ N is not a proposition. Having

an internalisation of a type is a structure, rather than a property. However,
having an internalisation with respect to a fixed representation is a property
(Proposition 11), and it is the one we will use.

We will follow Aczel in choosing the natural numbers as the canonical
infinite set, but leave the exact encoding of the natural numbers as extra
structure. This leaves room for some exotic representations of the natural
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numbers, as the internalisation might not even be a mere set. Once an
encoding is given, the set of naturals is uniquely determined, and will from
a certain point of view behave like the usual natural numbers.

Definition 19 ( ). Given an ∈-structure (V,∈) with a representation of
N, f : N → V , we say that (V,∈) has natural numbers represented by
f if f has an internalisation.

Suppose n is a set of natural numbers represented by f and let e : Eln ≃ N
be the equivalence given by Proposition 10. Then we can define zero as

zero : Eln (86)

zero := e−1 0 (87)

and we can define the successor function as

suc : Eln→ Eln

sucx = e−1 ◦ s ◦e

where s is the successor function on N.
The usual induction principle holds, with respect to zero and suc.

Proposition 15 ( ). Given an ∈-structure (V,∈) with natural numbers
n : V represented by f : N → V , let P : Eln → Type be a type family on
Eln. Given P zero and

∏
x:Eln P x → P (suc x), there is an element of the

type
∏
x:Eln P x.

Proof. Let e : Eln ≃ N be the equivalence given by Proposition 10. The
result follows from the induction principle on N, transported along e.

Example 1 ( ). Let (V,∈) be an ∈-structure with the empty set, 0-
singletons and binary 0-union. Then we can define the usual von Neumann
representation of the natural numbers f : N → V recursively by f 0 := ∅
and f (k + 1) := f k ∪0 {f k}0. This will be a faithful representation, and
an ∈-structure having natural numbers represented by f will be equivalent
to the usual characterisations of the von Neumann natural numbers in set
theory, such as the axiom of infinity in CZF (in the well-founded sets).

Example 2. Let (V,∈) be an ∈-structure with the empty set, binary 1-
union and 0-singletons, then let f : N → V be defined by f 0 := ∅ and
f (k + 1) := f k ∪1 {∅}0. This representation of N is not faithful, since f k
has non-trivial automorphisms when k > 1. For instance f 3 = {∅, ∅, ∅}1
has 3! = 6 automorphisms. An internalisation, n : V , of this representation
would be a multiset with the interesting property that (f k ∈ n) ≃ Fin(k!).
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Interestingly, as long as there is enough replacement in the ∈-structure,
the exact choice of representation of N does not matter:

Proposition 16 ( ). If (V,∈) satisfies (k+1)-replacement and has natural
numbers for some representation, then (V,∈) has natural numbers represented
by f for any k-truncated representation f .

Proof. Suppose (V,∈) has natural numbers for some representation. By
Proposition 10 it follows that N has an internalisation. Thus the result fol-
lows by Proposition 14.

4 Equivalence of extensional coalgebras and U-like
∈-structures

There is a well-established coalgebraic reading of set theory in which models
of set theory can be understood as coalgebras for the powerset functor on the
category of classes. This can be traced back to Rieger (Rieger, 1957), but
perhaps found more explicitly in work by Osius (Osius, 1974).§ In this section
we establish a similar correspondence between ∈-structures and coalgebras.
We define a hierarchy of functors PnU , relative to a universe, and stratified by
type levels, whose extensional coalgebras correspond to ∈-structures at the
given type level.

Definition 20 ( ). For n : N∞
−1, define P

n+1
U : Type → Type by Pn+1

U X =∑
A:U A ↪→n X.

Remark: P∞
U is a polynomial functor, but for finite n, PnU is not polyno-

mial. Note that P0
U is a U -restricted ‘powerset functor’ in that P0

U X is the
type of U -small subtypes of X.

The functorial action of PnU on a function f : X → Y is to postcompose
with f and then take the (n−1)-image and the (n−1)-image inclusion. There
is a size issue with this though. With the usual construction of the n-image
as
∑

b:B ∥
∑

a:A g a = b∥n (The Univalent Foundations Program, 2013), this
type is in U if U is closed under truncation and if both the domain and the
codomain are in U . In our case the domain is in U , but the codomain need
not be. Is it possible to weaken the assumption that the codomain is in U
(given that the domain is) and still conclude that the n-image is in U?

4.1 Images of small types

As a higher groupoid, the image of a function f : X → Y looks like it
has the points from X, but the paths are the paths from Y resulting from

§More recent work in this direction is the work of Paul Taylor (Taylor, 2023) studying
coalgebraic notions of well-foundedness and recursion.
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applying f . For example, consider the function f : 1 → Type given by
f x := 2. The image of f is the type

∑
x:Type ∥2 = x∥−1. There is one point,

namely (2, | refl |−1). However, by univalence, there are two distinct paths
(2, | refl |−1) = (2, | refl |−1): the identity equivalence and the equivalence
that flips the elements in 2 (we only need to consider equality on the first
coordinate).

More generally, the n-image looks like it has the k-cells, for k ≤ n + 1,
from X, but the (n+2)-cells are the (n+2)-cells from Y between the (n+1)-
cells resulting from applying f . From this intuition it seems reasonable that
if all the (n+2)-iterated identity types of Y lie in U , along with X, then the
resulting higher groupoid n-image also lies in U .

It turns out that it is enough to assume that this holds for (−1)-images.
As pointed out below, this is not true for all univalent universes, but the
results presented here will rely upon the assumption that this holds for our
particular universe.

Rijke’s modified join construction (Rijke, 2017) proves that a sufficient
criterion for this smallness of images assumption to hold in a univalent uni-
verse is that U is closed under homotopy colimits (or has graph quotients),
and that global function extensionality holds. Here, we have chosen instead
to directly assume that images of U -small types into locally U -small types
are U -small.

The formulation of this assumption relies on two natural notions of small-
ness — which are also found in Rijke’s work (Rijke, 2017) along with the fact
that being small a proposition. We generalise to a definition of local smallness
at any level.

Definition 21 ( ). A type X is essentially U-small if there is A : U
such that A ≃ X. That is,

∑
A:U A ≃ X.

We proceed by induction to define local smallness at higher levels.

Definition 22 ( ). Let X be a type. We define the notion of X being
n-locally U -small, for n : N∞, as follows:

• X is 0-locally U -small if it is essentially U -small.

• X is (n + 1)-locally U -small if for all x, y : X, the identity type x = y
is n-locally U -small.

• X is ∞-locally U -small.

We say that a 1-locally U -small type is locally U-small.

Lemma 7 ( ). Being essentially U -small is a mere proposition.

https://elisabeth.stenholm.one/univalent-material-set-theory/foundation-core.small-types.html#1212
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Proof. We must show that the type
∑

A:U A ≃ X is a mere proposition.
This type looks close to being of the form

∑
b:T b = a, which is known to

be contractible, but since X is not a type in the universe we cannot directly
apply univalence. Instead we give a direct proof based on the definition of
being a mere proposition.

Let (A,α) and (B, β) be two elements of
∑

A:U A ≃ X. Applying univa-
lence, we observe that ua (β−1 · α) : A = B.

It remains to show that we get β by transporting α along the path ua (β−1·
α), in the family λ(Y : U).Y ≃ X. But this is easily computed with path
algebra:

trλY.Y≃X
ua (β−1·α) α = α · (β−1 · α)−1

= α · α−1 · β
= β

Now, the following assumption, which will be assumed throughout the
rest of the paper, can be formulated:

Assumption 1 (Images of small types ). For every small type A : U
and every locally U -small X : Type, and given a function f : A → X,
there is a U -small type image f : U , and functions surj f : A↠ image f and
incl f : image f ↪→ X, such that for every a : A we have incl f (surj f x) ≡ f x.

Remark: Not all univalent universes satisfy the assumption above. For
instance, given any univalent universe, U , we can define the subuniverse of
mere sets, SetU . This subuniverse is univalent, and locally SetU -small, but
the image of the map (λx.2) : 1 → SetU is not a set, as we saw above. Thus,
the image of this map is not essentially SetU -small.

While the work in this article is presented informally in type theory, there
might be some benefit here to spell out the assumption as formulated in Agda.
This formulation is uniform in universe levels (the parameters i and j) so
that it can be applied at any level.

module _ {i j}

{Domain : Type i} {Codomain : Type j}

(_ : is-locally-small i Codomain)

(f : Domain → Codomain) where

postulate Image : Type i

postulate image-inclusion : Image ↪→ Codomain

postulate image-quotient : Domain ↠ Image

https://elisabeth.stenholm.one/univalent-material-set-theory/image-factorisation.html#4904
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postulate image-β
: ∀ x → (image-inclusion ⟨ image-quotient ⟨ x ⟩ ⟩) 7→ f x

{-# REWRITE image-β #-}

This code can be found in the project source repository, where the file
containing the above snippet is called image-factorisation.agda ( ).

From the assumption of small (−1)-images, the smallness of n-images
follows.

Proposition 17 ( ). Let n : N∞
−2. For every small type A : U and every

(n + 2)-locally U -small X : Type, and given a function f : A → X, there is
a small type imagen f : U , together with an n-connected map surjn f : A↠n

imagen f and an n-truncated map incln f : imagen f ↪→n X, such that for
every a : A we have incl f (surj f x) = f x.

Proof. This is Proposition 2.2 in Christensen (2021), but we will also give
our own proof here, formulated in a slightly different way. Let A : U and
X : Type be n-locally U -small, and let f : A→ X. We proceed by induction
on n.

For the base case we need to construct a type image−2 f : U together
with a (−2)-connected map surj−2 f : A↠−2 image f and a (−2)-truncated
map incl−2 f : image f ↪→−2 X. Note that any map is (−2)-connected and
that (−2)-truncated maps are precisely equivalences. By assumption X is
essentially U -small, i.e. there is a type X ′ : U together with an equivalence
e : X ≃ X ′. So we take image−2 f := X ′, surj−2 f := e ◦ f and incl−2 f :=
e−1.

Suppose the proposition holds for n, and suppose X is (n + 1)-locally
U -small. Let imageHoTTn g denote the HoTT Book definition of the n-image
of a function g (The Univalent Foundations Program, 2013, Def. 7.6.3). We
will show that imageHoTTn−1 f is essentially U -small. By Theorem 7.6.6 in (The
Univalent Foundations Program, 2013) we have a factorisation

A X

imageHoTTn−1 f

f

s i

where s is (n − 1)-connected and i is (n − 1)-truncated. The map s
is in particular surjective, so by the uniqueness of the image factorisation,
imageHoTTn−1 f ≃ image s. Thus we are done if we can show that imageHoTTn−1 f

https://elisabeth.stenholm.one/univalent-material-set-theory/image-factorisation.html
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is locally U -small. Since being U -small is a proposition and s is surjective,
it is enough to show that s x = s y is essentially U -small for all x, y : A.
But by the characterisation of equality in n-images we have the equivalence
(s x = s y) ≃ imageHoTTn−2

(
apf x y

)
. The domain x = y of apf x y is in U and

the codomain f x = f y is n-locally U -small by assumption. Thus, by the
induction hypothesis and the uniqueness of the (n − 2)-image factorisation,
imageHoTTn−2

(
apf x y

)
≃ imagen−2

(
apf x y

)
and thus s x = s y is essentially

U -small.
For the case n = ∞, note that an ∞-connected map is an equivalence

and that any map is ∞-truncated. Thus we take image∞ f := A, surj∞ f :=
id-equiv and incl∞ f := f .

4.2 The functor PnU

With the construction of U -small n-images, we can define the functorial ac-
tion of PnU . For n : N∞, and two types X,Y such that Y is (n+1)-locally U -
small, the (n−1)-image of any function ϕ : X → Y , imagen−1 ϕ, lies in U by
Proposition 17. Moreover, the image inclusion incln−1 ϕ : imagen−1 ϕ → Y
is an (n− 1)-truncated map. Thus we make the following definition:

Definition 23 ( ). Let n : N∞. For types X,Y such that Y is (n + 1)-
locally U -small, and a function ϕ : X → Y let PnU ϕ : PnU X → PnU Y be the
function

PnU ϕ (A, f) :=
(
imagen−1 (ϕ ◦ f), incln−1 (ϕ ◦ f)

)
Note: For n = ∞ we get P∞

U ϕ (A, f) ≡ (A, ϕ ◦ f).
Thinking of the elements in PnU X as slices over the type X, equality

should be fiberwise equivalence. This is indeed the case, as the next propo-
sition shows.

Proposition 18 ( ). Given n : N∞ and a type X, for (A, f), (B, g) : PnU X
there is an equivalence

((A, f) = (B, g)) ≃
∏
x:X

fiber f x ≃ fiber g x

https://elisabeth.stenholm.one/univalent-material-set-theory/functor.n-slice.html#4079
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Proof. For (A, f), (B, g) : P∞
U X we have the following chain of equivalences:

((A, f) = (B, g)) ≃
∑

α:A=B

g ◦ (coe α) = f (88)

≃
∑

α:A≃B
g ◦ α = f (89)

≃
∑

α:
∑

x:X fiber f x ≃
∑

x:X fiber g x

π0 ◦ α = π0 (90)

≃
∏
x:X

fiber f x ≃ fiber g x (91)

Step (88) is the usual characterisation of equality in ϕ-types, step (89)
is the univalence axiom, step (90) is Lemma 4.8.2 in the HoTT Book (The
Univalent Foundations Program, 2013, p. 186) and step (91) is Corollary
2. (Note: the equivalence (

∑
α:A≃B g ◦ α = f) ≃

∏
x:X(fiber f x ≃ fiber g x)

was proved as Lemma 5 in Multisets in type theory (Gylterud, 2019), by
explicitly constructing an equivalence.)

For finite n, the type PnU X is a subtype of P∞
U X, and thus has the same

identity types.

The characterisation of equality on PnU allows us to compute the type
level.

Corollary 3 ( ). Given n : N∞ and a type X, the type PnU X is an n-type.

Proof. For (A, f), (B, g) : PnU X and x : X, the types fiber f x and fiber g x
are (n − 1)-truncated. Thus the identity type (A, f) = (B, g) is (n − 1)-
truncated.

The functor PnU preserves homotopies.

Proposition 19 ( ). Let n : N∞. For types X,Y such that Y is (n+ 1)-
locally U -small, and functions ϕ, ψ : X → Y , any homotopy ϵ : ϕ ∼ ψ induces
a homotopy PnU ϵ : PnU ϕ ∼ PnU ψ. Moreover, refl-htpy is sent to refl-htpy.

Proof. Given ϵ : ϕ ∼ ψ we construct the homotopy

PnU ϵ : P
n
U ϕ ∼ PnU ψ

PnU ϵ (A, f) := apλσ.Pn
U σ (A,f)(funext ϵ)

For PnU refl-htpy we have the following chain of equalities:

PnU refl-htpy (A, f) ≡ apλσ.Pn
U σ (A,f)(funext refl-htpy)

= apλσ.Pn
U σ (A,f) refl

≡ refl

https://elisabeth.stenholm.one/univalent-material-set-theory/functor.n-slice.html#2750
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We recap the definition of an algebra for the functor PnU and a homomor-
phism between two algebras.

Definition 24 ( ). A PnU -algebra, (X,m) consists of an (n + 1)-locally
U -small type X and a map m : PnU X → X.

The restriction to (n + 1)-locally U -small carrier types for PnU algebras,
is because PnU is only functorial on such types.

Definition 25 ( ). Given two PnU algebras, (X,m) and (X ′,m′), a PnU -
algebra homomorphism from (X,m) to (X ′,m′) is a pair (ϕ, α) where ϕ :
X → X ′ and α : ϕ ◦m ∼ m′ ◦ PnU ϕ.

For two PnU -algebra homomorphisms (ϕ, α) and (ψ, β) to be equal, there
needs to be a homotopy between the underlying maps ϕ and ψ. But there is
also a coherence condition on α and β, which can be seen as saying that the
two natural ways of proving that m′ (PnU ϕ) =′

X ψ (ma) are equal identifica-
tions in X ′. This holds trivially if X ′ is a mere set, and in that case only the
homotopy between the maps is relevant.

Lemma 8 ( ). For any two PnU -algebra homomorphisms (ϕ, α) and (ψ, β),
from (X,m) to (X ′,m′), their identity type is characterised by:

((ϕ, α) = (ψ, β)) ≃
∑
ϵ:ϕ∼ψ

∏
a:Pn

U X

αa · apm′(PnU ϵ a) = ϵ (ma) · β a (92)

Proof. We use the structure identity principle. Given an algebra homo-
morphism (ϕ, α), we need to define families P : (X → X ′) → Type and
Q :

∏
ψ:X→X′ (ψ ◦m ∼ m′ ◦ PnU ψ) → P ψ → Type, which should charac-

terise the identity type of the base type and of the fibration respectively.
Then we need to construct elements p : P ϕ and q : Qϕαp. Finally, we
need to show that for all ψ : X → X ′, (ϕ = ψ) ≃ P ψ and that for all
α′ : ϕ ◦m ∼ m′ ◦ PnU ϕ, (α = α′) ≃ Qϕα′ p.

The family P is defined as P ψ := (ϕ ∼ ψ), and Q is defined as Qψ β p′ :=∏
a:Pn

U X
αa · apm′(PnU p′ a) = p′ (ma) · β a. For the element in P ϕ we take

p := refl-htpy, and for Qϕαp and (A, f) : PnU X we have the following chain
of equalities:

α (A, f) · apm′(PnU p (A, f)) = α (A, f) · apm′ refl (93)

= α (A, f) (94)

= p (m (A, f)) · α (A, f) (95)

In step (93) we use Proposition 19.
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It remains to construct the equivalences. By function extensionality,
(ϕ = ψ) ≃ (ϕ ∼ ψ). Moreover, for α′ : ϕ ◦ m ∼ m′ ◦ PnU ϕ we have the
following chain of equivalences:

(
α = α′) ≃ (α ∼ α′) (96)

≃
∏

a:Pn
U X

αa · apm′ refl = refl ·α′ a (97)

≃
∏

a:Pn
U X

αa · apm′(PnU p a) = p (ma) · α′ a (98)

≡ Qϕα′ p (99)

Step (96) is function extensionality, and in step (98) we again use Proposition
19.

4.3 U-likeness

In classical set theory, the Mostowsky collapse relates any well-founded set-
like relation to the well-founded hierarchy. A set-like relation is a class rela-
tion, say R, where {y | (x, y) ∈ R} is a set for all x. The notion of “being
small”, i.e. being a set, is also one of the basic distinctions in algebraic set
theory (Joyal and Moerdijk, 1995).

In type theory, types take the role of classes while the universe U provides
a measure of smallness, akin to being a set in set theory. Hence, the notion of
a U -like ∈-structure will mirror the classical notion of an extensional, set-like
relation.

Definition 26 ( ). An ∈-structure, (V,∈) is U-like if El a is essentially
U -small for every a : V .

Remark: To simplify notation, we will coerce El a : U in U -like ∈-
structures.

Proposition 20 ( ). Being U -like is a mere proposition for any ∈-
structure, (V,∈).

The interaction between internalisable types and U -likeness is straight-
forward:

Proposition 21 ( ). An ∈-structure, (V,∈), is U -like if any only if for
each internalisable A : Type, the type A is essentially U -small.
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Proof. We have the following chain of equivalences:

∏
A:Type

(∑
a:V

El a ≃ A

)
→
∑
X:U

A ≃ X

≃
∏
a:V

 ∑
A:Type

El a ≃ A

→
∑
X:U

El a ≃ X (100)

≃
∏
a:V

(∑
X:U

El a ≃ X

)
(101)

In step (101) we use the fact that
∑

A:Type El a ≃ A is contractible.

We will now investigate in detail the relationship between U -like ∈-
structures and PnU -coalgebras.

Lemma 9 (∈-structures are coalgebras ). For a fixed V , having a U -like
∈-structure on V is equivalent to having a coalgebra structure V ↪→ P∞

U V ,
which is an embedding. This equivalence sends the relation ∈ : V → V →
Type to the coalgebra λ a.(El a, π0) and, in the other direction, it sends the
coalgebra m : V → P∞

U V to the relation λ b a. fiber (π1 (ma)) b.

Proof. We have the following chain of equivalences:

V →
∑
A:U

(A→ V ) ≃

V →
∑

F :V→Type

∑
E:U

((∑
b:V

F b

)
≃ E

) (102)

≃
∑

∈:V→V→Type

∏
a:V

∑
E:U

((∑
b:V

b ∈ a

)
≃ E

)
(103)

The equivalence (102) follows by substituting
∑

A:U (A → V ) with the
equivalent type∑

F :V→Type

∑
E:U (

∑
b:V F b) ≃ E, since a fibration A→ V , with a total type

A : U is equivalent to a family over V with U -small total type, as being
U -small is a mere proposition. The equivalence (103) is essentially currying.

Chasing a coalgebra, respectively an ∈-relation, along the chain of equiv-
alences we see that it computes as stated.

The type
∑

∈:V→V→Type

∏
a:V

∑
E:U ((

∑
b:V b ∈ a) ≃ E) is exactly the

type of ∈-structures on V which are U -like, except for the extensionality
requirement. It remains to show that the coalgebra is an embedding if and
only if the corresponding ∈-relation, given by the equivalence above, is ex-
tensional.
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Given a coalgebra m : V → P∞
U V , let ∈ be the corresponding relation

given by the equivalence. By Proposition 18 we have, for any x, y : V , an
equivalence

e : (mx = my) ≃

(∏
z:V

z ∈ x ≃ z ∈ y

)

This equivalence sends refl to λ z. id-equiv. Let e′ : x = y →
∏
z:V z ∈

x ≃ z ∈ y be the map defined by path induction as e′ refl := λ z. id-equiv.
The following diagram commutes:

x = y mx = my

∏
z:V z ∈ x ≃ z ∈ y

apm

e′ e

Since e is an equivalence it follows that apm is an equivalence if and only
if e′ is an equivalence.

Lemma 10. Given a U -like ∈-structure, (V,∈), and any n : N−1, the fol-
lowing are equivalent:

1. b ∈ a is an n-type for all a, b : V ,
2. λ a.(El a, π0) restricts to a map V ↪→ Pn+1

U V .

Proof. The fibres of π0 : (
∑

b:V b ∈ a) → V are exactly the types b ∈ a.

The following theorem combines the two previous lemmas in order to
characterise U -like ∈-structures of various levels in terms of coalgebras.

Theorem 3 ( ). For a fixed V and for n : N∞
−1, having a U -like ∈-

structure on V such that b ∈ a is an n-type for all a, b : V is equivalent to
having a coalgebra structure V ↪→ Pn+1

U V .

Proof. Simple corollary of the previous two lemmas.

5 Fixed-point models

Rieger’s theorem is a result in set theory which states that any class with a
set-like binary relation, which is a fixed-point of the related powerset functor,
is a model of ZFC− (ZF without foundation) (Rieger, 1957). In this section
we prove an analogous result, considering the family of functors PnU as higher
level generalisations of the powerset functor. Any fixed-point for PnU is in
particular a PnU -coalgebra for which the coalgebra map is an embedding.
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Thus, by Theorem 3, such a fixed-point gives rise to a U -like ∈-structure.
This induced ∈-structure will satisfy almost all the properties defined in
Section 2, at some level, the only exception being foundation.

So we assume in this section that we are given a type V and an equiv-
alence sup : PnU V ≃ V . Let desup : V ≃ PnU V be the inverse of sup. We
will specifically show that the induced ∈-structure on V has the following
properties:

• Empty set.

• U -restricted n-separation.

• If V is (n + 1)-locally U -small, it has ∞-unordered I-tupling for all
(n− 1)-truncated types I : U .

• If V is (k + 1)-locally U -small, for some k ≤ n then it has:

– k-unordered I-tupling for all I : U ,

– k-replacement,

– k-union.

• V has exponentiation for all ordered pairing structures.

• V has natural numbers represented by f for any (n − 1)-truncated
representation f : N → V .

Notation: Given x : V , we will use the notation x : U and x̃ : x ↪→n−1 V
for the type and (n − 1)-truncated map such that x = sup (x, x̃), i.e. x =
π0 (desup x) and x̃ = π1 (desup x).

Definition 27 ( ). Let (V,∈) be the ∈-structure on V given by Theorem
3. Note that for x, y : V ,

y ∈ x ≡ fiber x̃ y

Proposition 22 ( ). For any x : V we have that x ≃ El x.

Proof. We have the following:

El x ≡

∑
y:V

fiber x̃ y

 ≃ x (104)

where the equivalence in the last step is Lemma 4.8.2 in the HoTT Book
(The Univalent Foundations Program, 2013, p. 142).
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Proposition 23 ( ). The type V is an n-type.

Proof. V ≃ PnU V and PnU V is an n-type by Corollary 3.

Many of the constructions of the properties defined in Section 2 require
us to use sup on the k-image of some function, and its k-truncated inclusion
map. For this, the k-image needs to be U -small. We therefore need to assume
that V is appropriately locally U -small in several of the following theorems.

5.1 Empty set

The empty set is a special case of unordered tupling but it does not require
any assumption about local smallness. Therefore we note this special case
separately.

Theorem 4 ( ). The ∈-structure (V,∈) has empty set.

Proof. The empty type 0 embeds into any type, in particular, it embeds into
V . Let f : 0 → V be the unique map from 0 to V . Since the map is an
embedding, it is also an (n− 1)-truncated map. The empty set is defined as

∅ := sup (0, f)

For x : V we have the following chain of equivalences:

x ∈ ∅ ≃ fiber f x ≃

(∑
s:0

f s = x

)
≃ 0

5.2 Restricted separation

Theorem 5 ( ). The ∈-structure (V,∈) has U-restricted n-separation.

Proof. For x : V and Φ : Elx→ (n−1) -TypeU we construct the term {x | Φ}
as follows:

{x | Φ} := sup

(∑
a:x

Φ (x̃ a, (a, refl)), λ(a, ).x̃ a

)
.

The map λ(a, ).x̃ a is (n−1) truncated as it is the composition of the (n−1)-
truncated map x̃ and the projection π0 :

∑
a:xΦ (x̃ a, (a, refl)) → x, which is

(n− 1)-truncated since Φ is a family of (n− 1)-truncated types.
For z : V we then get the following chain of equivalences:
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z ∈ {x | Φ} =
∑

(a, ):
∑

a:x Φ(x̃ a,(a,refl))

x̃ a = z

≃
∑

(a, ):
∑

a:x x̃ a=z

Φ (x̃ a, (a, refl))

≃
∑

e:(z∈x)

Φ (z, e)

5.3 Unordered tupling

For unordered tupling we can construct the k-truncated version if V is (k+1)-
locally U -small, and we can construct the∞-truncated version if the indexing
type has lower type level than V .

Theorem 6 ( ). Let k : N∞ be such that k ≤ n. If V is (k + 1)-locally
U -small then the ∈-structure (V,∈) has k-unordered I-tupling for all I : U .

Proof. Let I : U and v : I → V , and construct the element {v}k : V by

{v}k := sup (imagek−1 v, inclk−1 v)

Since k ≤ n, inclk−1 v is an (n− 1)-truncated map. Then, for any z : V , we
have the following chain of equivalences:

z ∈ {v}k = fiber (inclk−1 v) z

≃
∥∥fiber v z ∥∥

k−1

≡
∥∥∑
i:I

v i = z
∥∥
k−1

Corollary 4 ( ). Let k : N∞ be such that k ≤ n. If V is (k + 1)-locally
U -small then V contains the k-unordered 1-tupling {x}k, and the k-unordered
2-tupling {x, y}k, for any x, y : V .

Theorem 7 ( ). If V is (n + 1)-locally U -small then it has an ordered
pairing structure.

Proof. Follows from the previous corollary together with Theorem 4, Theo-
rem 1 and Proposition 23.

Theorem 8 ( ). Let k : N be such that k < n. If V is (n + 1)-locally
U -small, then the ∈-structure (V,∈) has ∞-unordered I-tupling for all
I : k -TypeU .

https://elisabeth.stenholm.one/univalent-material-set-theory/fixed-point.unordered-tupling.html#3005
https://elisabeth.stenholm.one/univalent-material-set-theory/fixed-point.unordered-tupling.html#5236
https://elisabeth.stenholm.one/univalent-material-set-theory/fixed-point.unordered-tupling.html#10439
https://elisabeth.stenholm.one/univalent-material-set-theory/fixed-point.unordered-tupling.html#3196


5 Fixed-point models 87

Proof. Let I : U and v : I → V . We construct the element {v}∞ : V as in
Theorem 6:

{v}∞ := sup (imagen−1 v, incln−1 v)

Then, for any z : V , we have the following chain of equivalences:

z ∈ {v}∞ = fiber (inclk−1 v) z (105)

≃
∥∥fiber v z ∥∥

n−1
(106)

≡
∥∥∑
i:I

v i = z
∥∥
n−1

(107)

≃
∑
i:I

v i = z (108)

where step (108) is the fact that
∑

i:I v i = z is (n− 1)-truncated since V is
an n-type and I is a k-type for some k < n.

5.4 Replacement

Theorem 9 ( ). Let k : N∞ be such that k ≤ n. If V is (k + 1)-locally
U -small, then the ∈-structure (V,∈) has k-replacement.

Proof. For x : V and f : El x→ V , let ϕ : x→ V be the function that sends
a : x to f (a, refl). We define the following element:

{f(y) | y ∈ x} := sup (imagek−1 ϕ, inclk−1 ϕ)

Since k ≤ n, inclk−1 ϕ is an (n − 1)-truncated map. For z : V we have the
following chain of equivalences:

z ∈ {f(y) | y ∈ x} = fiber (inclk−1 ϕ) z (109)

≃
∥∥fiber ϕ z∥∥

k−1
(110)

≃
∥∥ ∑
s:El x

f s = z
∥∥
k−1

(111)

where (111) uses Proposition 22.

5.5 Union

Theorem 10 ( ). Let k : N∞ be such that k ≤ n. If V is (k + 1)-locally
U -small, then the ∈-structure (V,∈) has k-union.
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Proof. For x : V , let ϕx :
∑

a:x (x̃ a) → V be the function that sends (a, b) to

(̃x̃ a) b. We then define the union by⋃
k

x := sup (imagek−1 (ϕx), inclk−1 (ϕx))

Since k ≤ n, inclk−1 (ϕx) is an (n−1)-truncated map. For z : V we thus have
the following chain of equivalences:

z ∈
⋃
k

x = fiber (inclk−1 (ϕx)) z (112)

≃
∥∥fiber ϕx z∥∥k−1

(113)

≃
∥∥∑
a:x

z ∈ x̃ a
∥∥
k−1

(114)

≃
∥∥∑
y:V

(z ∈ y)× (y ∈ x)
∥∥
k−1

, (115)

where (115) uses Proposition 22.

5.6 Exponentiation

The property of having exponentiation is relative to an ordered pairing struc-
ture. It turns out that the construction of ordered pairs does not matter.
(V,∈) has exponentiation for any ordered pairing structure. In order to
prove this though, we first need some lemmas.

Lemma 11 ( ). Let A be a type and B a type family over A. For any
two functions ϕ, ψ :

∏
a:AB a there is an equivalence

(ϕ = ψ) ≃
∑
e:A≃A

∏
a:A

(a, ϕ a) = (e a, ψ (e a))

Moreover, this equivalence sends refl to (id-equiv, refl-htpy).

Proof. For ϕ, ψ :
∏
a:AB a we have the following chain of equivalences:

(ϕ = ψ) ≃ (ϕ ∼ ψ) (116)

≃
∑
e:A≃A

∑
r:idA∼e

∏
a:A

trBr a(ϕa) = ψ (e a) (117)

≃
∑
e:A≃A

∏
a:A

∑
p:a=e a

trBp (ϕa) = ψ (e a) (118)

≃
∑
e:A≃A

∏
a:A

(a, ϕ a) = (e a, ψ (e a)) (119)
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Step (116) is function extensionality. In step (117) we use the fact that the
type

∑
e:A≃A idA ∼ e is contractible, with (id-equiv, refl-htpy) as the center of

contraction. Finally, step (119) is the characterisation of equality in Σ-types.
Chasing refl along the chain of equivalences, we get:

refl 7→ refl-htpy

7→ (id-equiv, refl-htpy, refl-htpy)

7→ (id-equiv, λ a.(refl, refl))

7→ (id-equiv, refl-htpy)

Lemma 12 ( ). Let ⟨−,−⟩ : V → V → V be an ordered pairing structure
on V . Given a small type A : U and a type family B : A → Type together
with (n− 1)-truncated maps f : A ↪→n−1 V and g :

∏
a:AB a ↪→n−1 V , there

is an (n− 1)-truncated map

graphf,g :

(∏
a:A

B a

)
↪→n−1 V

Proof. Given ϕ :
∏
a:AB a, we first need to construct an element in V . To

this end, we construct the (n− 1)-truncated map

Fϕ : A ↪→n−1 V

Fϕ a = ⟨f a, g a (ϕa)⟩

This map is (n − 1)-truncated as it is the composition of the maps ⟨−,−⟩,
λ (a, b).(f a, g a b) and λ a.(a, ϕ a). The first is (−1)-truncated by assumption,
and thus (n−1)-truncated. The second is (n−1)-truncated since f is (n−1)-
truncated and g a is (n− 1)-truncated for all a : A. To see that the last map
is (n−1)-truncated, for any pair (a, b) :

∑
a:AB a we have the following chain

of equivalences:(∑
a′:A

(a′, ϕ a′) = (a, b)

)
≃

∑
a′:A

∑
p:a′=a

trBp (ϕa
′) = b

 ≃ (ϕa = b)

where we have used the fact that the type
∑

a′:A a
′ = a is contractible, with

(a, refl) as the center of contraction. Since V is n-truncated, it follows that∑
a′:A(a

′, ϕ a′) = (a, b) is (n−1)-truncated, and thus λ a.(a, ϕ a) is an (n−1)-
truncated map.

This gives us the underlying map

graphf,g :

(∏
a:A

B a

)
→ V

graphf,g ϕ := sup (A,Fϕ)
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What is left is to show that this map is (n− 1)-truncated. For this we show
that apgraphf,g : ϕ = ψ → graphf,g ϕ = graphf,g ψ is (n− 2)-truncated for all

ϕ, ψ :
∏
a:AB a.

Let ϕ, ψ :
∏
a:AB a, let α : (ϕ = ψ) ≃

∑
e:A≃A

∏
a:A(a, ϕ a) = (e a, ψ (e a))

be the equivalence given by Lemma 11 and let β : (
∑

e:A≃A Fϕ ∼ Fψ ◦ e) ≃
((A,Fϕ) = (A,Fψ)) be the equivalence given by the usual characterisation of
identity in Σ-types together with univalence and function extensionality. We
start by observing that

apgraphf,g ∼ apsup ◦ β ◦ (λ (e,H).(e, apλ (a,b).⟨f a,g a b⟩ ◦H)) ◦ α

All three of α, β and apsup are equivalences, and hence (n − 2)-truncated
maps. For the last map, it is enough to show that for all e : A ≃ A and all
a : A

apλ (a,b).⟨f a,g a b⟩ : (a, ϕ a) = (e a, ψ (e a)) → Fϕ a = Fψ (e a)

is (n − 2)-truncated. But this follows from the fact that the composition
λ (a, b).⟨f a, g a b⟩ of two (n− 1)-truncated maps is (n− 1)-truncated.

Theorem 11 (Exponentiation ). The ∈-structure (V,∈) has exponen-
tiation, for any ordered pairing structure.

Proof. Let ⟨−,−⟩ : V → V → V be an ordered pairing structure on V . Given
x, y : V , we define the element

yx : V

yx := sup (x→ y, graphx̃,λ .ỹ)

For f : V we then have the following chain of equivalences:

f ∈ yx ≃
∑
ϕ:x→y

f = graphx̃,λ .ỹ ϕ (120)

≃
∑
ϕ:x→y

∏
z:V

z ∈ f ≃ z ∈ graphx̃,λ .ỹ ϕ (121)

≃
∑
ϕ:x→y

∏
z:V

z ∈ f ≃
∑
a:x

⟨x̃ a, ỹ (ϕa)⟩ = z (122)

≃
∑

ϕ:El x→El y

∏
z:V

z ∈ f ≃
∑
a:El x

⟨π0 a, π0 (ϕa)⟩ = z (123)

≃ operation x y f (124)

In step (121) we use extensionality and in step (123) we use Proposition
22. Finally, in step (124) we use Proposition 6.
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5.7 Natural numbers

Theorem 12 ( ). The ∈-structure (V,∈) has natural numbers represented
by f , for any (n− 1)-truncated representation f .

Proof. Let f : N → V be an (n − 1)-truncated representation of N. We
construct the following element:

n := sup (N, f)

Then for any z : V we have

z ∈ n ≡ fiber ñ z = fiber f z

6 The initial PnU-algebra

The most straightforward way to construct a fixed-point of a functor is by
constructing its initial algebra. For polynomial functors, the initial algebras
are well understood. They are called W-types and are used to create a variety
of inductive data structures, such as models of set theory in type theory: The
initial algebra for P∞

U formed the basis for Aczel’s setoid model of CZF in
Martin-Löf type theory (Aczel, 1978). The initial algebras for PnU , for finite
n, are subtypes of this type.

However, the functor PnU is not a polynomial functor, for finite n. So, its
initial algebra will not be a simple W-type. Looking carefully at the type∑

A:U A ↪→n−1 X one can see that it is not strictly positive, since the type
A ↪→n−1 X :=

∑
f :A→X

∏
x:X is-(n − 1) -type (fiber f x) contains a negative

occurrence of X. Being strictly positive is a usual requirement for inductive
definitions, so it is a bit surprising that PnU still has an initial algebra.

In this section, we will construct the initial algebra for PnU , which then
becomes a fixed-point ∈-structure of level n. One interesting aspect of doing
this proof in HoTT is that the carrier for a PnU -algebra can lie on any type
level.

We start by recalling Aczel’s W-type.

Definition 28 ( ). Let V∞ := WA:UA, and denote its (uncurried) con-
structor sup∞ : P∞

U V∞ → V∞.

Remark: The superscript of the name, V∞, indicates that there is no
bound on the level of the type. In fact, V∞ has the same type level as U .

The pair (V∞, sup∞) is the initial algebra for the functor P∞
U : Type →

Type, and hence a fixed-point of P∞
U . Any fixed-point has a canonical coalge-

bra structure, and by Lemma 9 this gives rise to a U -like ∈-structure. Thus,
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we will denote by ∈∞: V∞ → V∞ → Type, this elementhood relation on
V∞. Note: by construction, x ∈∞ sup∞ (A, f) ≡ fiber f x.

This is the ∈-structure explored in Multisets in type theory (Gylterud,
2019), which also introduced some of the axioms of the previous sections. In
From multisets to sets in Homotopy Type Theory (Gylterud, 2018) a 0-level
∈-structure was carved out as a subtype of V∞. And we will now prove that
this 0-level structure is, as previously suspected, the initial P0

U algebra. In
fact, we will generalise the construction to form a type V n for all n : N and
show that V n is the initial algebra for PnU .

6.1 Iterative n-types

The types V n form a stratified hierarchy of ∈-structures, where V∞ is at the
top. This is analogous to how the n-types in U form a hierarchy with U itself
at the top.

Definition 29 ( ). Given n : N−1, define by induction on V∞, a predicate
is-it-n -type : V∞ → Type by:

is-it-n -type (sup∞ (A, f)) := (is-n -trunc-map f)× (
∏
a:A is-it-n -type(f a))

This predicate is propositional, and an element of V∞ for which the pred-
icate is true is called an iterative n-type.

Remark: We could define iterative (−2)-types analogously, but there are
no elements in V∞ which satisfy this predicate, as the existence of such an
element would imply that V∞ is essentially U -small.

Definition 30 ( ). For n : N−1, let V
n+1 :=

∑
x:V∞ is-it-n -typex denote

the type of iterative n-types, which is a subtype of V∞.

Even though the type V n is not itself U -small, it has U -small identity
types

Proposition 24 ( ). The type V n is locally U -small.

Proof. First, we observe that, since being an iterative (n−1)-type is a propo-
sition, V n is a subtype of V∞. It was shown in Multisets in type theory (Gyl-
terud, 2019, Lemma 3) that the latter is locally U -small. Since the equality
of a subtype is the underlying equality of the base type, it follows that V n is
locally U -small.

In the following proofs we will leave out elements of types which are
propositions, unless they are necessary, in order to increase readability. For
the full details of the proofs, please see the Agda formalisation.
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Proposition 25 ( ). The map sup∞ : P∞
U V∞ → V∞ restricts to a map

supn : PnU V
n → V n.

Proof. Let A : U and f : A ↪→n−1 V
n. The element sup∞ (A, π0 ◦ f) is an

iterative (n− 1)-type:

• π0 ◦f is (n−1)-truncated since f is (n−1)-truncated, and π0 is the in-
clusion of a subtype, which is an embedding, and thus (n−1)-truncated.

• For every a : A we have π1 (f a) : is-it-(n− 1) -type(π0 (f a)).

Thus we construct the map

supn : PnU V
n → V n

supn (A, f) := (sup∞ (A, π0 ◦ f), )

Proposition 26 ( ). There is a map desupn : V n → PnU V
n.

Proof. Let x : V n, without loss of generality we may assume that x ≡
(sup∞ (A, f), (p, q)) for some A : U , f : A→ V∞, p : is-(n− 1) -trunc-map f
and q :

∏
a:A is-it-(n− 1) -type(f a). The following function:

λ a.(f a, q a) : A→ V n

is (n − 1)-truncated. This is because the composition π0 ◦ (λ a.(f a, q a)) is
(n− 1)-truncated, by p, and π0 is (n− 1)-truncated as it is the inclusion of a
subtype. This implies that the right factor, λ a.(f a, q a), is (n−1)-truncated.
Thus we construct the map

desupn : V n → PnU V
n

desupn (sup∞ (A, f), (p, q)) := (A, λ a.(f a, q a))

Proposition 27 ( ). The maps supn and desupn form an equivalence.

Proof. For (sup∞ (A, f), (p, q)) : V n we have

π0 (sup
n (desupn (sup∞ (A, f), (p, q))))

≡ π0 (sup
n (A, λ a.(f a, q a)))

≡ (sup∞ (A, f))

≡ π0 (sup
∞ (A, f), (p, q))

Thus, by the characterisation of equality in subtypes, supn ◦ desupn ∼ id.
For A : U and f : A ↪→n−1 V

n we have

π0 (desup
n (supn (A, f))) ≡ A
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and

π0 (π1(desup
n (supn (A, f))))

≡ π0 (π1(desup
n (sup∞ (A, π0 ◦ f), ( , π1 ◦ f))))

≡ λ a.(π0 (f a), π1 (f a))

≡ π0 f

Thus by the characterisation of equality in Σ-types, and equality in subtypes,
desupn ◦ supn ∼ id.

Theorem 13 ( ). V n is a fixed-point to the functor PnU .

Proof. Corollary of the previous proposition.

Theorem 14. There is an ∈-structure (V n,∈n), on V n, of level n.

Proof. This follows from Theorem 13 together with Theorem 3.

Remark: By construction, for x, y : V n we have y ∈n x ≡ π0 y ∈∞ π0 x.
Remark: The ∈-structure (V 0,∈0) is exactly the ∈-structure studied in

From multisets to sets in Homotopy Type Theory (Gylterud, 2018), which
there was established to be equivalent to the model of set theory given in the
HoTT Book (The Univalent Foundations Program, 2013).

6.2 Induction principle and recursors for V n

Vn is a composite type: a Σ-type over a W-type and a predicate involv-
ing induction on that W-type. Since it is not a primitive inductive type it
does not come with a ready-to-use induction principle. But, to some extent,
supn : PnU V n → V n acts as a constructor, for which we have a corresponding
induction principle. The expected computation rules do not hold definition-
ally, but are instead proven to hold up to identity.

Proposition 28 (Elimination for Vn ). Given any family P : V n → Type
and a function

ϕ :
∏
A:U

∏
f :A↪→n−1V n (

∏
a:A P (f a)) → P (supn (A, f))

there is a function elimV n P ϕ :
∏
x:V n P x.

Furthermore, there is a path elimV n P ϕ (supn(A, f)) = ϕAf (elimV n P ϕ◦
f), for any A : U and f : A ↪→n−1 V

n.

Proof. Given x : V n, we may assume that x ≡ (sup∞ (A, f), (p, q)) where
A : U , f : A → V∞, p : is-(n − 1) -trunc-map f and q :

∏
a:A is-it-(n −

1) -type(f a). The function elimV n P ϕ is defined as follows

elimV n P ϕ x := trPα (ϕA (π1 (desup
n x)) (λ a. elimV n P ϕ (f a, q a)))

https://elisabeth.stenholm.one/univalent-material-set-theory/iterative.set.html#8458
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where α : supn (desupn x) = x by Proposition 27. To construct the path, we
use univalence to do equivalence induction. Let Q be the type family

Q :
∏

B:Type

V n ≃ B → Type

QB e :=
∏

p:
∏

b:B P (e−1 b)

∏
b:B

trPα
(
p
(
e
(
e−1 b

)))
= p b

where α : e−1
(
e
(
e−1 b

))
= e−1 b is the proof that e is a retraction applied

to the element e−1 b. Then, for the case B := V n and e := id-equiv we have

QV n id-equiv ≡
∏

p:
∏

x:V n P (a)

∏
x:V n

(p x = p x)

which is inhabited by λ p. refl-htpy. By univalence we thus have an element
of the type QB e for any type B and equivalence e : V n ≃ B. For B := V n

and e := desupn we construct the term

p :
∏

(A′,f ′):Pn
U V

n

P (supn (A′, f ′))

p (A′, f ′) := ϕA′ f ′ (elimV n P ϕ ◦ f ′)

Then we have an element of the type Q (PnU V
n) desupn p (A, f), which un-

folds to

trPα (ϕA (π1 (desup
n x)) (λ a. elimV n P ϕ (f a, q a)))

= ϕAf (elimV n P ϕ ◦ f)

where α : supn (desupn (supn (A′, f ′))) = supn (A′, f ′) is the same element
as was used in the construction of elimV n P ϕ.

As usual, we can consider the specialisation from eliminators to recursors,
and in the recursors the computation rules end up holding definitionally.
Since (n − 1)-truncated maps are also functions, V n actually has recursors
for both P∞

U -algebras and PnU -algebras.

Proposition 29 (Untruncated recursion for Vn ). Given any type X
and map m : P∞

U X → X there is a map P∞ -recV n X m : V n → X such
that for (A, f) : PnU V

n the following definitional equality holds:

P∞ -recV n X m (supn (A, f)) ≡ m (P∞
U (P∞ -recV n X m) (A, f))
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Proof. Given x : V n, we may assume that x ≡ (sup∞ (A, f), (p, q)) where
A : U , f : A → V∞, p : is-(n − 1) -trunc-map f and q :

∏
a:A is-it-(n −

1) -type(f a). The map P∞ -recV n is defined as:

P∞ -recV n X m x := m (A, λ a.P∞ -recV n X m (f a, q a))

For (A, f) : PnU V
n we thus have the following chain of definitional equalities:

P∞ -recV n X m (supn (A, f)) ≡ P∞ -recV n X m (sup∞ (A, π0 ◦ f), ( , π1 ◦ f))
≡ m (A,P∞ -recV n X m ◦ f)
≡ m (P∞

U (P∞ -recV n X m) (A, f))

Corollary 5 (Truncated recursion for Vn ). Given a PnU -algebra (X,m)
there is a map Pn -recV n (X,m) : V n → X such that for (A, f) : PnU V

n the
following definitional equality holds:

Pn -recV n (X,m) (supn (A, f)) ≡ m (PnU (P
n -recV n (X,m)) (A, f))

Proof. The map Pn -recV n (X,m) is defined as:

Pn -recV n (X,m) := P∞ -recV n X (λ (A, f).m (imagen−1 f, incln−1 f))

For (A, f) : PnU V
n we have the following chain of definitional equalities:

Pn -recV n (X,m) (supn (A, f))

≡ P∞ -recV n X m′ (supn (A, f))

≡ m′ (A,P∞ -recV n X m′ ◦ f)
≡ m (imagen−1(P

∞ -recV n X m′ ◦ f), incln−1(P
∞ -recV n X m′ ◦ f))

≡ m (imagen−1(P
n -recV n (X,m) ◦ f), incln−1(P

n -recV n (X,m) ◦ f))
≡ m (PnU (P

n -recV n (X,m)) (A, f))

where m′ := λ (A, f).m (imagen−1 f, incln−1 f).

6.3 Initiality of Vn

In the proof of initiality we are to show that the type of homomorphisms
from the initial algebra, into any other algebra, is contractible. If we were
working with mere sets, it would be sufficient to show that the underlying
maps of the homomorphisms are equal to a specified canonical map. But
being a homomorphism is actually a structure when the types involved are of
higher levels. So, the proof of contractibility has to coherently transfer this
structure when proving that every homomorphism is equal to the center of
contraction. This is achieved by using the induction principle for V n and the
characterisation of the identity type on PnU -algebra homomorphisms.
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Theorem 15 ( ). The algebra (V n, supn) is initial: given any other PnU -
algebra (X,m) the type of algebra homomorphisms from (V n, supn) to (X,m)
is contractible.

Proof. The center of contraction is given by (Pn -recV n (X,m), refl-htpy).
We will use the characterisation of equality between PnU -algebra homomor-
phisms given by Lemma 8 to show that any other homomorphism is equal to
Pn -recV n (X,m).

Let (ϕ, α) be another PnU -algebra homomorphism from (V n, supn) to
(X,m). We need to do two things:

• Construct a homotopy ϵ : ϕ ∼ Pn -recV n (X,m).

• For each (A, f) : PnU V n, construct a path

α (A, f) · apm (PnU ϵ (A, f)) = ϵ (supn (A, f)) · refl-htpy (A, f).

To construct a homotopy from ϕ to Pn -recV n (X,m) we use the elim-
ination principle on V n, by Proposition 28, with the type family P x :=
(ϕx = Pn -recV n (X,m)x). This means that given A : U , f : A ↪→n−1 V

n

and H :
∏
a:A ϕ (f a) = Pn -recV n (X,m) (f a), we need to construct a path

ϕ (supn (A, f)) = Pn -recV n (X,m) (supn (A, f))

We have the following chain of equalities:

ϕ (supn (A, f))

= m (PnU ϕ (A, f)) (125)

≡ m (imagen−1(ϕ ◦ f), incln−1(ϕ ◦ f)) (126)

= m (imagen−1(P
n -recV n (X,m) ◦ f), incln−1(P

n -recV n (X,m) ◦ f)) (127)

≡ m (PnU (P
n -recV n (X,m)) (A, f)) (128)

≡ Pn -recV n (X,m) (supn (A, f)) (129)

Step (125) is the path α (A, f) and step (127) is the path

apλh.m (imagen−1 h,incln−1 h)(funext H).

So let

σ := λAf H.α (A, f) · apλh.m (imagen−1 h,incln−1 h)(funext H)

then by Proposition 28 we have a homotopy

elimV n P σ : ϕ ∼ Pn -recV n (X,m).
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It remains to construct the second component of the Σ-type in Lemma 8.
We have the following chain of equalities:

α (A, f) · apm (PnU (elimV n P σ) (A, f)) (130)

≡ α (A, f) · apm
(
apλψ.Pn

U ψ(A,f)
(funext (elimV n P σ))

)
(131)

= α (A, f) (132)

· apm
(
apλh.(imagen−1 h,incln−1 h)

(
ap−◦f (funext (elimV n P σ))

))
= α (A, f) · apλh.m (imagen−1 h,incln−1 h)

(
ap−◦f (funext (elimV n P σ))

)
(133)

= α (A, f) · apλh.m (imagen−1 h,incln−1 h) (funext ((elimV n P σ) ◦ f)) (134)

≡ σ Af ((elimV n P σ) ◦ f) (135)

= elimV n P σ (supn (A, f)) (136)

= elimV n P σ (supn (A, f)) · refl-htpy (A, f) (137)

In steps (132) and (133) we use the fact that ap and function composition
commute. Step (134) uses the fact that function extensionality respects pre-
composition. Finally, step (136) is the computation rule for elimV n .

6.4 Properties

Since V n is a fixed-point for PnU , the induced ∈-structure satisfies the prop-
erties as shown in Section 5. But as V n is the initial algebra for PnU , it
also satisfies foundation, which is not true of all fixed-points for PnU . More
explicitly, we list the properties which (V n,∈n) satisfies.

Theorem 16 ( ). For n : N∞, the ∈-structure (V n,∈n) satisfies the
following properties:

• empty set,

• U -restricted n-separation,

• ∞-unordered I-tupling, for all k : N−1 such that k < n and k-truncated
types I : U ,

• k-unordered I-tupling, for all k : N−1 such that k ≤ n and I : U ,

• k-replacement, for all k : N−1 such that k ≤ n,

• k-union, for all k : N−1 such that k ≤ n,

• exponentiation, for any ordered pairing structure,

• natural numbers for any (n− 1)-truncated representation,
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• foundation.

Proof. The first two properties follow directly from Theorem 4 and Theorem
5 respectively since V n is a fixed-point for PnU . The next four properties
follow from Theorem 8, Theorem 6, Theorem 9 and Theorem 10 respectively,
together with the fact that V n is locally small (Proposition 24), and thus
(k + 1)-small for all k : N.

By Theorem 11, (V n,∈n) has exponentiation for any ordered pairing
structure. (Note that (V n,∈n) has at least one ordered pairing structure
by Theorem 7.)

For natural numbers, the result follows from Theorem 12, since V n is a
fixed-point for PnU .

Lastly, we use the induction principle for V n to show that (V n,∈n) has
foundation. Given A : U and f : A ↪→n−1 V n we need to construct an
element of type (∏

a:A

Acc (f a)

)
→ Acc (supn (A, f)).

Therefore suppose we have p :
∏
a:AAcc (f a). We construct the following

element:
acc

(
λ y (a, q). trAccq (p a)

)
: Acc (supn (A, f)).

It then follows by Proposition 28 that we have∏
x:V n

Acc x.

7 Vn as an n-type universe of n-types

We have seen that the type Vn can be equipped with a binary relation ∈n,
making it a model of our higher level generalisation of material set theory.
There is a second perspective on Vn, namely as a type theoretic universe à la
Tarski. This has already been explored in detail for the type V0 in Paper I,
showing that it is a mere set universe of mere sets which is closed under all
the usual type formers and which has definitional decoding. Here we will
show that the corresponding universe construction can be done for every Vn.

Let (Vn,∈n) be the n-level ∈-structure given by Theorem 14. Note that
the type x ∈n y is an (n− 1)-type, for any elements x, y : Vn.

Proposition 30 ( ). The type Vn is an n-type.

Proof. This follows both from Proposition 1, and from Proposition 23 to-
gether with Theorem 13.
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Definition 31 ( ). For n : N∞, define the decoding function on Vn as
the family

Eln : Vn → U

Eln x := x

We take this as the decoding function rather than El from Definition 2.
This is so that the decoding holds up to definitional equality, since we have

Eln (supn (A, f)) ≡ A.

But the two families are equivalent by Proposition 22.

Proposition 31 ( ). For n : N∞, the decoding Eln a of any element
a : Vn, is an n-type.

Proof. The map ã is an (n − 1)-truncated map from Eln a into Vn. The
domain Eln a is equivalent to the total space of fibers of ã, which is an n-
type as the base, Vn, is an n-type and each fiber is an (n− 1)-type.

Propositions 30 and 31 thus show that Vn is an n-type universe of n-
types. Section 3 explored internalisations of types in ∈-structures. The
type of internalisations of a type was shown to be equivalent to the type of
internalisable representations of that type (Proposition 11). In the case of
Vn, the internalisable representations are the (n− 1)-truncated ones.

Proposition 32 ( ). For n : N∞ and a type A : U together with a
representation f : A→ Vn, the representation is internalisable if and only if
it is (n− 1)-truncated.

Proof. Suppose that f is internalisable, i.e. we have an element of the type∑
a:Vn

∏
z:Vn

z ∈n a ≃ fiber f z.

Since the type z ∈n a is an (n−1)-type for all z : Vn it follows that fiber f z is
an (n−1)-type for all z : Vn. Conversely, suppose that f is (n−1)-truncated.
Then we take for a the element supn (A, f) and for the family of equivalences,
the family of identity equivalences.

Proposition 33 ( ). For n : N∞ and A : U , the type of (n− 1)-truncated
representations of A, A ↪→n−1 V

n, is equivalent to the type of internalisations
of A,

∑
a:A Eln a ≃ A.

Proof. This follows by Proposition 12 and the fact that the families El and
Eln are equivalent, together with the previous proposition. Alternatively,
supn is an equivalence making the following diagram commute
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PnU Vn Vn

U

supn

π0 Eln

Therefore the type of fibers of π0 over A, which is A ↪→n−1 V
n, is equiva-

lent to the type of fibers of Eln over A, which is equivalent to
∑

a:A Eln a ≃ A
by univalence.

The universes are cumulative both with regards to universe levels and
with regards to type levels. So far we have assumed only two universes,
U and Type, but assume for the next proposition a (cumulative) hierarchy
of universes U0, U1, · · · , Uℓ, · · · and let Vn

ℓ denote the initial algebra to the
functor PnUℓ

.

Proposition 34 ( ). For n : N∞, there is an internalisation of Vn
ℓ in

Vn
ℓ+1.

Proof. The map

ϕ : V∞
ℓ → V∞

ℓ+1

ϕ (sup∞ (A, f)) := sup∞ (A, ϕ ◦ f)

is an embedding, as shown in Paper I. To show that it restricts to iterative
n-types, let sup∞ ((A, f), ) : Vn

ℓ , i.e. f is (n − 1)-truncated and f a is an
iterative n-type for all a : A. Then ϕ ◦ f is (n − 1)-truncated as it is the
composition of two (n − 1)-truncated maps. Moreover, by the induction
hypothesis ϕ (f a) is an iterative n-type since f a is an iterative n-type, for
all a : A.

The map ϕ is therefore an embedding Vn
ℓ ↪→ Vn

ℓ+1. By Proposition 33
the map gives rise to an internalisation of Vn

ℓ , namely supn+1 (Vn
ℓ , ϕ).

Proposition 35 ( ). For n : N∞, there is an embedding Vn ↪→ Vn+1.

Proof. This is simply the fact that an iterative n-type is also an iterative
(n+ 1)-type.

Note that there is a size issue with internalising Vn in Vn+1. If there
was an element v : Vn+1 such that Eln+1 v ≃ Vn, then the type Vn would
be essentially U -small, which would induce a paradox. However, assuming
again a hierarchy of universes, the type Vn

ℓ can be internalised in Vn+1
ℓ+1 .

The universe Vn also contains all the usual types and type formers, as-
suming they exist in the underlying universe U .

Proposition 36 ( ). For n : N∞, the universe Vn contains the following
types and type formers:
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• the empty type, unit type and booleans,
• the natural numbers,
• Π-types,
• Σ-types,
• coproducts and
• identity types.

Proof. For the empty type, unit type and booleans, we internalise them as the
elements ∅, {∅}0 and {∅, {∅}0}0 respectively, using Theorems 4 and 6. The
natural numbers have an internalisation as they have an (n − 1)-truncated
representation by Example 1.

For Π-types and Σ-types, suppose we have an element a : Vn and a map b :
Eln a→ Vn. In the first case, note that graph

ã,λ i.(̃b i)
in Lemma 12 gives an

(n− 1)-truncated representation of
∏
i:Eln a El

n (b i). For Σ-types, we use the

ordered pairing structure given by Theorem 7. The map λ (i, j).⟨ã i, (̃b i) j⟩
is an (n− 1)-truncated representation of

∑
i:Eln a El

n (b i).
Given a, b : Vn, the map

f : Eln a+ Eln b→ Vn

f (inl i) := ⟨∅, ã i⟩

f (inr j) := ⟨{∅}0, b̃ j⟩

is (n− 1)-truncated. To see this, note that for z : Vn we have the following
chain of equivalences:

fiber f z ≡

( ∑
s:Eln a+Eln b

f s = z

)
(138)

≃

( ∑
i:Eln a

⟨∅, ã i⟩ = z

)
+

 ∑
j:Eln b

⟨{∅}0, b̃ j⟩ = z

 (139)

≃

 ∑
((s,t),p):fiber ⟨−,−⟩ z

(fiber ã t)× (s = ∅)

 (140)

+

 ∑
((s,t),p):fiber ⟨−,−⟩ z

(
fiber b̃ t

)
× (s = {∅}0)


The last type is (n−1)-truncated as all the components are (n−1)-truncated
and the two summands are mutually exclusive since ∅ ≠ {∅}0. The map f
therefore gives an internalisation of the coproduct Eln a+Eln b. For identity
types we note that the map λ p. ∅ : a = b → Vn is (n − 1)-truncated as
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it is a function from an (n − 1)-type into an n-type. So the type a = b is
internalisable.

Note that all the codes in Vn are constructed using supn. Therefore, the
decoding of a code is definitionally equal to the type being encoded.

As Vn is an n-type universe of n-types, a natural question to ask is which
n-types lie in the universe. For V1 we have seen that the classifying space
of any group can be internalised. In particular, we have an internalisation of
the higher inductive type of the circle in V1. Using the same idea, we can
internalise any n-type in Vn+1.

Proposition 37 ( ). For n : N∞, any U -small n-type can be internalised
in Vn+1.

Proof. Let A : U be an n-type. Let f : A → Vn+1 be the constant function
sending any element to ∅. This is an n-truncated map as the domain is an
n-type and the codomain is an (n + 1)-type. The element supn+1 (A, f) is
thus an internalisation of A in Vn+1.

For V0, the statement that any mere set has an internalisation is essen-
tially the axiom of wellfounded materialisation (Shulman, 2010). The state-
ment that any n-type can be internalised in Vn can thus be thought of as
a higher level generalisation of wellfounded materialisation. It amounts to
being able to equip every n-type with some higher iterative structure.

Proposition 38. For n : N∞, the universe Vn is not a univalent universe.

Proof. The quickest way to see this is to note that Vn contains (at least) two
distinct internalisations of the unit type: {∅}0 and {{∅}0}0 (but there are of
course many more). As these both decode to the unit type but are not equal,
univalence fails.

From the reasoning above it follows that Vn does not even have partial
univalence (Sattler and Vezzosi, 2020) (univalence restricted to k-types, for
some k). The reason why univalence fails is essentially that the decoding of
an element in Vn only returns the indexing type of the children to the root,
seeing the element as a tree, regardless of the rest of the tree. Thus, several
trees can internalise the same type, but be distinct as trees, i.e. as elements
of the universe.

8 Conclusion and future work

In this paper we defined the concept of an ∈-structure and gave generalisa-
tions of the axioms of constructive set theory to higher level structures. As
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instances of such higher level ∈-structures, we generalised the construction
of the type of iterative sets to obtain the initial algebras, Vn, to the functors
PnU . These were shown to model the ∈-structure properties at the same level
or lower. Moreover, Vn was shown to be an n-type universe of n-types with
definitional decoding.

8.1 Related work

Gallozzi Gallozzi, 2019 constructs a family of interpretations of set theory in
Homotopy Type Theory indexed on two type levels, k and h. His interpre-
tation is a generalisation of Aczel’s model. In one direction, he generalises
by taking as the type of sets Aczel’s W-type, but over the small universe of
k-types, rather than the whole universe U . In the other direction, he uses
h-truncated Σ-types, while Aczel uses untruncated Σ-types. Gallozzi then
shows that this models Aczel’s CZF Aczel, 1978 and Myhill’s CST Myhill,
1975.

These models are setoid models—equality is not interpreted as the iden-
tity type, as opposed to our models. They are not ∈-structures in our sense
either, in that our version of extensionality does not hold. Of course, he
shows that his interpretation of extensionality holds. The k-level W-type
used by Gallozzi is a (k + 1)-type, and it is a subtype of our type Vk+1, so
any set in that universe is also a set in our universe.

The HoTT Book model of set theory is equivalent to the iterative sets
model. It is not clear, however, how to generalise that construction as we
have done with the iterative sets, as this would require more complex higher
inductive types.

8.2 Future work

As we have seen, the universe Vn embeds into the universe Vn+1. So the
higher universes contain the types of the lower universes. However, it remains
to see which new types appear at each level. For instance, we showed that the
higher inductive type of the circle, and more generally the classifying space
of any group, lies in V1. For the universe Vn one would like to construct an
internalisation of (at least some) proper n-types. This amounts to giving the
type some kind of higher iterative structure, which would be an interesting
direction for further study.
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1 Introduction 109

Abstract

Non-wellfounded material sets have previously been modeled
in Martin-Löf type theory by Lindström using setoids (Lindström,
1989). In this paper we construct models of non-wellfounded
material sets in Homotopy Type Theory (HoTT) where equal-
ity is interpreted as the identity type. The first model satisfies
Scott’s Anti-Foundation Axiom (SAFA) and dualises the con-
struction of iterative sets. The second model satisfies Aczel’s
Anti-Foundation Axiom (AFA), and is constructed by adapta-
tion of Aczel–Mendler’s terminal coalgebra theorem to type the-
ory, which requires propositional resizing.

In a bid to extend coalgebraic theory and anti-foundation ax-
ioms to higher type levels, we formulate generalisations of AFA
and SAFA, and construct a hierarchy of models which satisfies the
SAFA generalisations. These generalisations build on the frame-
work of Univalent Material Set Theory, previously developed by
two of the authors (Paper II).

Since the model constructions are based on M-types, the paper
also includes a characterisation of the identity type of M-types as
indexed M-types.

Our results are formalised in the proof-assistant Agda.

1 Introduction

In non-wellfounded set theory, the concept of a material set is expanded be-
yond the cumulative hierarchy. The allowance for non-wellfounded sets, such
as the quine atom q := {q}, makes it easier to study circular phenomena
and structures such as transitions systems and streams. In what follows,
we seek to integrate non-wellfounded set theory into Homotopy Type The-
ory (HoTT)—a relatively new framework for mathematics, which supports
higher dimensional structures as first-class citizens with the powerful Univa-
lence Axiom and higher inductive types. Our aim is to take classical notions
from universal coalgebra and non-wellfounded set theory and extend them to
higher-dimensional structures.

Wellfounded material set theory has been studied in Martin-Löf type the-
ory since 1978 with the introduction of Aczel’s setoid model of Constructive
Zermelo–Fraenkel set theory (CZF) (Aczel, 1978). Non-wellfounded set the-
ory in Martin-Löf type theory was studied already in 1989 by Lindström,
when she constructed a setoid based model of constructive ZF− (ZF without
the axiom of foundation) + Aczel’s anti-foundation axiom (AFA) (Lindström,
1989).
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These two models of material set theory were, as mentioned, setoid based,
meaning that equality was interpreted as a binary relation distinct from
Martin-Löf’s identity type. This was rectified in the model presented in
the HoTT Book (The Univalent Foundations Program, 2013), which con-
structed a model of wellfounded set theory using a higher inductive type, in
which equality was interpreted as the identity type.

Gylterud (2018) then constructed a model, (V 0,∈), equivalent to the
HoTT Book model, but which did not require higher inductive types for
the construction. This construction and its properties have been further
explored in Paper I. One important aspect of V 0 is its role as the initial
algebra of the U -restricted powerset functor P0

U : Type → Type, which maps
X 7→

∑
A:U A ↪→ X. One of the ideas we explore here is to construct the

terminal coalgebra for P0
U to use as a model of non-wellfounded sets, filling

out the question mark in the table below.

Setoid Identity type

Foundation Aczel 1978 Gylterud 2018
Anti-foundation Lindström 1989 ?

We show that the terminal coalgebra for P0
U would indeed yield a model

of Aczel’s anti-foundation axiom (AFA):

AFA: Any (directed) graph can be uniquely decorated with sets
such that elementhood between the sets coincides with edges in
the graph.

As we shall see, the classical Aczel–Mendler construction (Aczel and
Mendler, 1989) can be adapted to the HoTT setting and constructs a termi-
nal coalgebra for P0

U , but it requires propositional resizing—an impredicative
axiom.

In addition to the Aczel–Mendler construction, we provide a new con-
struction, V 0

∞, of non-wellfounded sets in HoTT which dualises the construc-
tion of V 0, but which surprisingly does not yield a terminal coalgebra for P0

U .
It is a third fixed point—neither initial nor terminal. This type is a model of
Scott’s anti-foundation axiom (SAFA), an alternative anti-foundation axiom
to AFA. SAFA is based on the concept of Scott extensionality. A graph is
Scott extensional if equality of nodes in the graph coincides with isomorphism
of unfolding trees (more on that later).

SAFA: Every Scott extensional graph can be injectively deco-
rated with sets, and the graph of all sets with edges symbolising
elementhood is Scott extensional.
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We also explore possible extensions of anti-foundation axioms to higher
types. In HoTT, there is a fundamental notion of n-type arising from the it-
erative application of identity types. The 0-types are the sets, where much
of classical mathematics takes place. But even for down-to-earth mathemat-
ics such as combinatorics, higher types can play a role. Groupoids, that is
1-types, show up for instance in Joyal’s theory of combinatorial species. We
therefore propose generalisations of both AFA and SAFA to n-types, and
our model construction V 0

∞ is presented as a general construction, V n
∞, which

then satisfies k-SAFA for each k ≤ n.
The construction of V n

∞ is based on M-types. These types were con-
structed in HoTT in “Non-wellfounded trees in Homotopy Type Theory”
(Ahrens, Capriotti, and Spadotti, 2015). We provide some further general
results about M-types. In particular, we fully characterise the identity types
of M-types as indexed M-types.

1.1 Contributions

The main contributions of this paper are the following:

• Construction of a fixed point for each of the non-polynomial functors
X 7→ (

∑
A:U A ↪→n X), which is distinct from both the initial algebra

and the terminal coalgebra.
• Adapting Aczel–Mendler’s construction to type theory, assuming propo-
sitional resizing.

• Applying the HoTT version of Aczel–Mendler to construct a terminal
coalgebra for the U -restricted powerset functor.

• Demonstration that this terminal coalgebra yields a model of set the-
ory incorporating Aczel’s anti-foundation axiom, with the identity type
serving as equality.

• Show that Scott’s anti-foundation axiom has a constructive model in
HoTT, with the identity type as equality.

• A characterisation of the identity types of M-types as indexed M-types.

1.2 Formalisation

The results in this paper has been formalised in the Agda proof assistant
(The Agda development team, 2024a). Our formalisation builds on the agda-
unimath library (Rijke et al., 2024), which is an extensive library of formalised
mathematics from the univalent point of view. The results in Section 7 are
formalised using Cubical Agda—an extension of Agda with features from
cubical type theory (The Agda development team, 2024b). But as the proofs
in this article demonstrate, they can be carried out in the same framework
as the rest of the article.
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The formalisation of Sections 1–5 in this paper has been included in a
larger library on material set theory in HoTT, which can be found here:
https://git.app.uib.no/hott/hott-set-theory. As the formalisation is
structured slightly differently than the outline of this paper, there are a
few results which do not have an exact counterpart in the code base. All
these results are simple corollaries or variations of results which have been
formalised. Importantly, all the main results are fully formalised.

The formalisation of Section 7 can be found at: https://github.com/

niccoloveltri/aczel-mendler. Throughout the paper there will also be
clickable links to specific lines of Agda code corresponding to a given result.
These will be shown as the Agda logo .

1.3 Notations and conventions

The notation throughout the paper will follow common practice in HoTT.
We use some categorical notations, including coercion from categories to their
types of objects: We take x : C to mean x : ObC .

The ambient type theory is assumed to contain M-types. This is not a
very restrictive assumption as it has been shown by Ahrens, Capriotti, and
Spadotti (2015) that M-types can be constructed from inductive types in
HoTT.

Convention Throughout the paper we will take the type of truncation levels
to be the type N∞

−2, i.e. the usual truncation levels, but with a supre-
mum, ∞, such that ∥P∥∞ ≡ P . Moreover, for computations we have
∞− 1 = ∞ = ∞+1. We will also use N∞

−1 for the subset of truncation
levels excluding −2, and N−2 and N−1 for the ones further excluding
∞.

We will also take liberties with coercions of subtypes into their ambient
type to enhance the readability of theorems and proofs. Since the results are
all formalised in Agda, we allow ourselves this simplification without worry
of any loss of rigour. The same goes for using some essentially small types
in some places instead of their small replacements.

2 Coalgebras on Type

The notion of an F-coalgebra is usually formulated for functors on categories.
In HoTT, there is a whole spectrum of notions of categories depending on how
much saturation (or univalence) one wants to require and whether one wants
to restrict the type level of homomorphisms or objects or both. At one end of
this spectrum we find the wild categories, where objects and homomorphisms
can be of any type level and no saturation is required.
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In this setting we will be interested in wild functors F : Type → Type,
which is an operation on types with an action (X → Y ) → (F X → F X),
which we denote by juxtaposition F f , which preserves composition and the
identity function.

An F-coalgebra is a pair (A,α), where A : Type and α : A → F A. As
is usual in universal coalgebra, we require no comonadicity of F nor coasso-
ciativity of α (i.e. α being algebra for F as a comonad). We will also here
settle on some notation for standard notions of universal coalgebra, adapted
to the HoTT setting.

Definition 1 (The wild category of F-coalgebras). Let F : Type → Type be
a wild endofunctor on the wild category of types and functions. The wild
category of F-coalgebras, denoted F -Coalg, is the wild category for which

• The type of objects is the type of F-coalgebras:∑
A:Type

A→ F A.

• Given two coalgebras (A,α) and (B, β), the type of F-coalgebra homo-
morphisms from (A,α) to (B, β) is the type∑

f :A→B

β ◦ f ∼ F f ◦ α.

• The underlying map of the identity homomorphism on (A,α) is idA
and the homotopy is constructed as usual by the functoriality of F on
the identity homomorphism.

• Given a homomorphism (f,H) from (A,α) to (B, β) and (g,K) from
(B, β) to (C, γ), the underlying map of their composition is given by
g ◦ f , and the homotopy is the usual composition of squares together
with the functoriality of F on composition.

It is important to note that since the carrier of the codomain, B, can be
of any type level, the second component of HomF -Coalg (A,α) (B, β), namely
β ◦ f ∼ F f ◦ α, is a structure, not just a property.

We will also use coalgebras for (wild) functors on indexed types. These
are functorial operations F : (I → Type) → (I → Type) for some I : Type.
We will call these indexed functors and indexed coalgebras.

Definition 2 (The wild category of indexed F-coalgebras). Given an index
I : Type, let F : (I → Type) → (I → Type) be a wild endofunctor on
the wild category of I-indexed type families and fiberwise maps. The wild
category of I-indexed F-coalgebras, F -Coalg, is the wild category for
which
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• The type of objects is the type of I-indexed F-coalgebras:∑
A:I→Type

∏
i:I

A i→ F A i.

• Given two coalgebras (A,α), (B, β), the type of F-coalgebra homomor-
phisms from (A,α) to (B, β) is the type∑

f :
∏

i:I Ai→Bi

∏
i:I

β i ◦ f i ∼ F f i ◦ α i.

• The underlying map of the identity homomorphism on (A,α) is λi. idA i
and the homotopy is constructed as usual by the functoriality of F on
the identity homomorphism.

• Given a homomorphism (f,H) from (A,α) to (B, β) and (g,K) from
(B, β) to (C, γ), the underlying map of their composition is given by
λi. g i ◦ f i, and the homotopy is the usual composition of squares to-
gether with the functoriality of F on composition.

Definition 3. An F -coalgebra (A,α) is extensional if α : A → F A is an
embedding.

Through the lens of type levels, we can also see a close connection between
two important properties of coalgebras, being terminal and being simple:

Definition 4. An F -coalgebra (A,α) is terminal if for every other F -
coalgebra, (B, β), the type of homomorphisms into (A,α), namely

HomF -Coalg (A,α) (B, β)

is contractible.

Definition 5. An F -coalgebra (A,α) is simple if for every other F -
coalgebra, (B, β), the type of homomorphism into (A,α), namely

HomF -Coalg (A,α) (B, β)

is a proposition.

The following is immediate from the definitions:

Lemma 1. A terminal F -coalgebra is simple.
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2.1 Bisimulation

Bisimulation is another central notion of coalgebra theory. In short, a bisim-
ulation is just a span in the category of F-coalgebras, or a relation on the
coalgebra that relates elements in a way compatible with the coalgebra struc-
ture. We can arrange the bisimulations on a particular F-coalgebra into a
(wild) category.

Although bisimulations are essentially spans, when working with depen-
dent types, it is also useful to think of the bisimulation as stemming from
a relation R : X → X → Type. Thus, the carrier of the bisimulation is
(without loss of generality) the Σ-type: |R| :=

∑
(x,x′):X×X Rxx

′. From this
carrier, we have projections π0 ◦ π0 : |R| → X and π1 ◦ π0 : |R| → X, which
should be F-coalgebra homomorphisms.

X |R| X

F X F |R| F X

m

π0◦π0 π1◦π0

α m

F(π0◦π0) F(π1◦π0)

A morphism of bisimulations can be thought of as an F-coalgebra homo-
morphism between the bisimulations as F-coalgebras, along with a filling of
the left and right triangular prisms of the following diagram:

|R| X

X |R′|

F |R| F X

F X F |R′|

α

π0◦π0

π1◦π0 f

m

m

α′

π0◦π0

π1◦π0

F (π0◦π0)
F (π1◦π0) F f F (π0◦π0)

F (π1◦π0)

Definition 6 (The wild category of F-bisimulations on an F-coalgebra). Let
F : Type → Type be a wild endofunctor on the wild category of types and
functions, and let (X,m) be an F-coalgebra. The wild category of F-
bisimulations on (X,m), denoted F -Bisim(X,m), is the wild category for
which



116 Paper III: Terminal Coalgebras and Non-wellfounded Sets

• The type of objects is the type of spans:∑
R:X×X→Type

∑
α:|R|→F |R|

(m ◦ π0 ◦ π0 ∼ F (π0 ◦ π0) ◦ α)

× (m ◦ π1 ◦ π0 ∼ F (π1 ◦ π0) ◦ α)

• Given two F-bisimulations (R, (α, (H0, H1))) and (R′, (α′, (H ′
0, H

′
1))),

the type of F-bisimulation homomorphisms from the first to the second
is ∑
(f,K):HomF -Coalg (|R|,α) (|R′|,α′)

(
(π0 ◦ π0, H ′

0) ◦ (f,K) = (π0 ◦ π0, H0)
)

×
(
(π1 ◦ π0, H ′

1) ◦ (f,K) = (π1 ◦ π0, H1)
)

• The first component of the identity homomorphism on (R, (α, (H0, H1)))
is the identity

id : HomF -Coalg (|R|, α) (|R|, α).

The higher homotopies follow from the functoriality of F.
• Given a homomorphism ((f,K), (p0, p1)) from (R, (α, (H0, H1))) to
(R′, (α′, (H ′

0, H
′
1))) and a homomorphism ((g, J), (q0, q1)) from there

to (R′′, (α′′, (H ′′
0 , H

′′
1 ))), the underlying homomorphism of their compo-

sition is given by

(g, J) ◦ (f,K) : HomF -Coalg (|R|, α) (|R′′|, α′′).

The higher homotopies follow from the functoriality of F.

When doing set level mathematics, a bisimulation homomorphism from
(R,α) to (R′, α′) (the homotopies being propositions) would simply be an
F-coalgebra homomorphism from the total space of the first relation to the
total space of the second. But since we have no restrictions on the type levels
of the carrier types, we also need coherence on the homotopies involved in
the bisimulations.

In universal coalgebra, there are many equivalent formulations of being
a simple F -coalgebra (Rutten, 2000). One of the equivalent formulations is
that the identity bisimulation is the terminal bisimulation. The definition
below is a strengthening of the classical definitions, allowing proof relevant
bisimulations and coalgebras with higher homotopies.

Definition 7. Let (X,m) be an F-coalgebra. We define the identity bisim-
ulation, (=, (α, (H0, H1))), on (X,m), by noting that π0 ◦ π0 : | = | → X is
an equivalence, and letting α ((x, x), refl) = F (π0 ◦ π0)−1(mx). Likewise, H0

and H1 are defined by path induction.
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Definition 8. Let (X,m) be an F-coalgebra. We say that (X,m) is bisim-
ulation simple if (=, (α, (H0, H1))) is terminal. That is: for every other
bisimulation (R, (α′, (H ′

0, H
′
1))) on (X,m) the type of F-bisimulation homo-

morphisms from (R, (α′, (H ′
0, H

′
1))) to (=, (α, (H0, H1))) is contractible.

A type family is a pair (A,P ) where A : Type and P : A → Type. An
equivalence of families between two families (A,P ) and (B,Q) is a pair (α, σ)
where α : A ≃ B and σ :

∏
a:AQ(αa) ≃ P a. By univalence, we can transfer

results about one family along such an equivalence to a result about the
other family. We will now use this to relate equality of homomorphisms with
bisimulation homomorphisms into the identity bisimulation.

Lemma 2 ( ). Let (X,m) be an F-coalgebra. There is an equiv-
alence of type families between bisimulations with homomorphisms into
(=, (α, (H0, H1))) and equality of pairs of homomorphisms into (X,m). That
is, there is an equivalence of families between

(F -Bisim(X,m),HomF -Bisim(X,m)
(=, (α, (H0, H1))))

and the pair consisting of∑
(Y,n):F -Coalg

(HomF -Coalg (Y, n) (X,m))× (HomF -Coalg (Y, n) (X,m))

and λ( , (f, g)).f = g.

Proof. Let (R, (α′, (H ′
0, H

′
1))) be an F-coalgebra bisimulation on (X,m). By

definition (|R|, α′) is an F-coalgebra, and (π0 ◦ π0, H ′
0) and (π1 ◦ π0, H ′

1)
are homomorphisms. The type of bisimulation homomorphisms from
(R, (α′, (H ′

0, H
′
1))) to (=, (α, (H0, H1))) is the type of fillings of the follow-

ing diagram:

|R| X

X |=|

F |R| F X

F X F |=|

α′

π0◦π0

π1◦π0 f

m

m

α

π0◦π0

π1◦π0

F (π0◦π0)
F (π1◦π0) F f F (π0◦π0)

F (π1◦π0)

Note that the projection π0 ◦ π0 : | = | → X is an equivalence. Applying
this equivalence and using the fact that F (π0 ◦π0) (α ((x, x), refl)) = mx, we
see that this is equivalent to having a filling of the following diagram:

https://elisabeth.stenholm.one/non-wellfounded-set-theory/container.bisimulation.html#8101
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|R| X

X X

F |R| F X

F X F X

α′

π0◦π0

π1◦π0 f

m

m

m

id

id

F (π0◦π0)
F (π1◦π0) F f id

id

Such a filling is equivalent to (π0 ◦ π0, H ′
0) = (π1 ◦ π0, H ′

1).
Likewise, any pair of parallel coalgebra homomorphisms (f,H) and (g, I)

from (Y, n) to (X,m) gives rise to a bisimulation by letting Rxx′ =∑
y:Y (f y = x) × (g y = x′). One can check that going back and forth

yields equivalent results. Thus, by univalence we have an equivalence of type
families.

Lemma 3 ( ). An F-coalgebra is bisimulation simple if and only if it is
simple.

Proof. By Lemma 2, equality between homomorphisms into (X,m) is equiva-
lent to bisimulation homomorphisms into (=, (α, (H0, H1))). Thus, if equality
between homomorphisms is contractible (since HomF -Coalg (Y, n) (X,m) is a
proposition), then (=, (α, (H0, H1))) terminal, and vice versa.

Corollary 1. Let (X,m) be a terminal F-coalgebra. Then (X,m) is bisim-
ulation simple, i.e. (=, (α, (H0, H1))) is the terminal bisimulation.

2.2 Coalgebraic view of set theory

There is a coalgebraic viewpoint of material set theory, where one replaces
the usual ∈-relation on V with a coalgebra structure V → P (V ) in the
category of classes and class functors. The functor P is the powerset functor
on classes which assigns to each class the class of subsets of the class. The
axiom of foundation says that V is the initial P -algebra, while Aczel’s anti-
foundation axiom says that V is the terminal coalgebra. Other P -coalgebras
are what is known in set theory as set-like models of set theory, and the
Mostowski collapsing theorem can be framed in these terms. See for instance
Paul Taylor’s work on these topics (Taylor, 2023).

In Paper II, two of the authors of the current paper developed this coal-
gebraic viewpoint of material set theory inside HoTT, generalising it from
sets to types of arbitrary type levels. Since the models developed later use
this framework, we will quickly revisit the central definitions here.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/container.bisimulation.html#14181
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The powerset functor on classes has a close correspondent in HoTT,
namely the U -restricted powerset functor:

P0
U : Type → Type

P0
U X :=

∑
A:U

A ↪→ X.

The functorial action of P0
U is taking the forward image along the function:

P0
U f (A, v) = (image(f ◦ v), incl(f ◦ v)).

By applying the type theoretic replacement principle (Rijke, 2017), the image
lands in U (and thus the functorial action is well-defined) if the codomain of
f is locally U -small. We will therefore restrict the application of this function
to locally small types.

This notion of powerset is different from the one attained by regard-
ing subtypes as maps into the type of U -small propositions. The two no-
tions coincide on types in U , but differ on large types. In particular,
X 7→ (X → hPropU ) cannot have a fixed point, due to Cantor’s paradox.
There is however no such obstacle for P0

U , which is already known to have
an initial algebra. As we shall see later in this article, it also has a terminal
coalgebra, assuming propositional resizing, and a third fixed point (without
assuming any resizing). All fixed points are extensional coalgebras, which
means that they model the set theoretic extensionality axiom.

In univalent material set theory, one lifts the requirement of having to
deal only with subtypes, and generalises to coalgebras for the polynomial
functor P∞

U :

P∞
U : Type → Type

P∞
U X :=

∑
A:U

A→ X.

The functorial action for P∞
U is simply postcomposition:

P∞
U f(A, v) = (A, f ◦ v).

Extensional coalgebras for this functor correspond to what are called ∈-
structures in univalent material set theory. There is also a hierarchy of
functors between P0

U and P∞
U , where we restrict to n-truncated maps:

Pn+1
U : Type → Type

Pn+1
U X :=

∑
A:U

A ↪→n X.
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The subscripted hooked arrow, A ↪→n X, denotes an n-truncated function
A → X. The n here ranges from −1 to ∞, so that PnU is defined for all n
from 0 to ∞. The type P1

U X, for instance, is the type of coverings of X.
The functorial action on PnU is taking n-images of the composition:

PnU f(A, v) = (imagen(f ◦ v), incln(f ◦ v)).

Just as for P0
U , unless n = ∞, this is only well-defined on locally small types.

We will almost exclusively focus on the anti-foundation axioms in this
paper, but at times we will see some examples where we will use things like
the empty set, ∅, and paring/finite unordered tupling. In univalent material
set theory unordered tuples must be subscripted with their type level. We will
only use type level 0 and type level 1 in the examples, so it is sufficient here to
note that {a0, · · · , an−1}0 is the usual set theoretic tupling where repetition
is ignored, while {a0, · · · , an−1}1 is multiset tupling where for instance ∅ ∈
{∅, ∅} becomes a type with two elements. There is also the notion of ordered
pairing, but it is uniform in type level and consists of a choice of embedding
⟨−,−⟩ : V × V ↪→ V . See Paper II for details.

Notation: As we do not work with several universes in this article, we
will often suppress mention of U in PnU and simply write Pn.

Since, we will use it already in the definition of the anti-foundation axioms,
we will now take the opportunity to introduce the terminal coalgebra of P∞

which we will call V∞
∞:

V∞
∞ :=

W

A:UA.

This M-type comes equipped with a coalgebra structure desup∞ : V∞
∞ →

P∞V∞
∞, which is an equivalence. Let sup∞ : P∞V∞

∞ → V∞
∞ denote the

inverse of desup∞. For any other P∞-coalgebra, (X,m) there is a unique
coalgebra homomorphism corec∞ (X,m) : (X,m) → (V∞

∞, desup
∞). We will

sometimes suppress the coalgebra (X,m) and only write corec∞, when the
coalgebra is clear from the context.

3 The identity type of an M-type

The M-types are a class of coinductive types, dual to the inductive W-types.
Intuitively, while the elements of W-types are well-founded trees with speci-
fied branching types, the M-types are the types of all trees with that branch-
ing type. Formally, each M-type is the terminal coalgebra of a polynomial
functor which specifies the branching type. A polynomial functor is one which
is induced by a container (Abbot, Altenkirch, and Ghani, 2005; Altenkirch et
al., 2015). Put simply, a polynomial functor Type → Type is one of the form
X 7→

∑
a:AB a → X, for some A : Type and B : A → Type. The data A,B

is called a container and denoted A ◁ B. The functor X 7→
∑

a:AB a → X,
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as induced by the container A◁B is denoted by JA◁BK : Type → Type. The
M-type

W

a:AB a : Type is the underlying type of the terminal coalgebra of
JA ◁ BK and its coalgebra map is denoted:

desupA,B :

W

a:AB a→ JA ◁ BK(

W

a:AB a).

There is also an indexed version of polynomial functors, containers and
M-types. The indexed versions generalise from functors Type → Type to
functors (I → Type) → (J → Type). An indexed polynomial functor
maps X 7→ λj.

∑
a:Aj

∏
b:Bja

→ X(w j b), for some A : J → Type and

B :
∏
j:J Aj → Type and w :

∏
j:J

∏
a:Aj Bja → I. The data A,B,w is

called an indexed container∗ and is denoted A ◁ (B,w). The induced poly-
nomial functor is denoted JA ◁ (B,w)K : (I → Type) → (J → Type). The
indexed M-types are the terminal coalgebras for indexed polynomial endo-
functors, i.e. when I = J .

Throughout the rest of this section, let A ◁ B be a container. For con-
venience, we introduce some notation for JA ◁ BK-coalgebras. This notation
goes back to Aczel (1978), where it was applied to its prototypical W-type,
but we will use it for coalgebras in general.

Notation: Given m : X → JA ◁ BKX, and x : X we will denote by
x : A and x̃ : B x → X the unique elements defined by mx = (x, x̃), that
is x := π0 (mx) and x̃ := π1 (mx). This notation suppresses the map m,
but it should be clear from the context which map the notation refers to,
whenever it is used. This notation will also be used for large Type coalgebras
m : X →

∑
I:Type I → X.

The identity type of a W-type can be characterised inductively (Gylterud,
2019). For elements x, y : Wa:AB a there is an equivalence:

(x = y) ≃
∑
p:x=y

∏
b:B x

x̃ b = ỹ (trBp b).

The goal of this section is to give a similar characterisation of the identity
type of M-types: The identity type between two elements of an M-type is an
indexed M-type (Theorem 1). This characterisation is slightly more involved
than the one for W-types, which was straightforward induction, and goes
through some results of bisimulation.

3.1 Characterisation of bisimulations of polynomial functors
and the identity type of M-types

We will now characterise the identity type of an M-type as an indexed M-
type. This result is not surprising, but is very useful for working with M-types

∗Note that what we here call indexed container is what Altenkirch et al. (2015) call a
doubly indexed container, which is not the same as what they call indexed containers.
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in HoTT. When we later construct a model of Scott’s non-wellfounded sets,
this characterisation is critical to prove local smallness of the model. Further-
more, the characterisation of the identity type follows from a characterisation
of bisimulations of polynomial functors as coalgebras for a related indexed
polynomial functor.

Definition 9 ( ). Given an JA ◁ BK-coalgebra (X,m), we define the
(X ×X)-indexed polynomial functor

E(X,m) : (X ×X → Type) → (X ×X → Type)

E(X,m) R (x, y) :=
∑
p:x=y

∏
b:B x

R (x̃ b, ỹ (trBp b)).

The functorial action is postcomposition on the second component.

Note that the identity type is an E(X,m)-coalgebra, for any pair (X,m).
Specifically, define the following map by path induction:

γ :
∏

(x,y):X×X

x = y → E(X,m) (=) (x, y)

γ (x, x) refl := (refl, refl-htpy).

As an intermediate step towards showing equivalence of E-coalgebras and
JA◁BK-bisimulations, it will also be helpful to define the following (X ×X)-
indexed polynomial functor on (X,m):

Definition 10. Given an JA ◁BK-coalgebra (X,m), we define the (X ×X)-
indexed polynomial functor

D(X,m) : (X ×X → Type) → (X ×X → Type)

D(X,m) R (x, y) :=∑
(a,ϕ):JA◁BK |R|

(mx = JA ◁ BK (π0 ◦ π0) (a, ϕ))

× (my = JA ◁ BK (π1 ◦ π0) (a, ϕ)).

The functorial action sends a fiberwise map

g :
∏

(x,y):X×X

R (x, y) → R′ (x, y)

to the map which acts on the first component by JA ◁ BK (tot g).

Intuitively, the operations E(X,m) and D(X,m) both unfold a relation one
step as though it was a bisimulation. The difference is that D uses the
realisation of the polynomial, while E uses the polynomial directly. But they
are in fact equivalent:

https://elisabeth.stenholm.one/non-wellfounded-set-theory/container.bisimulation.html#16171
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Lemma 4 ( ). Given an JA ◁ BK-coalgebra (X,m) and a relation R :
X ×X → Type, for any pair (x, y) : X ×X we have a natural equivalence

E(X,m) R (x, y) ≃ D(X,m) R (x, y),

which maps (p, σ) : E(X,m) R (x, y) to the element

(x, λ b.((x̃ b, ỹ (trBp b)), σ b)) : JA ◁ BK |R|.

Proof. We have the following chain of equivalences:

E(X,m) R (x, y) ≃
∑
p:x=y

∑
ϕ1:B x→X

(ỹ ◦ trBp = ϕ1)×

(∏
b:B x

R (x̃ b, ϕ1 b)

)
(1)

≃
∑

ϕ1:B x→X

(my = (x, ϕ1))×

(∏
b:B x

R (x̃ b, ϕ1 b)

)
(2)

≃
∑
a:A

∑
ϕ0,ϕ1:B a→X

(mx = (a, ϕ0))× (my = (a, ϕ1)) (3)

×

(∏
b:B a

R (ϕ0 b, ϕ1 b)

)
≃ D(X,m) R (x, y). (4)

By chasing (p, σ) : E(X,m) R (x, y) along the equivalences one sees that it is
mapped as stated.

Proposition 1 ( ). For any JA ◁ BK-coalgebra (X,m) there is an equiv-
alence of types

E(X,m) -Coalg ≃ JA ◁ BK -Bisim(X,m),

which sends a map f :
∏

(x,y):X×X R (x, y) → E(X,m) R (x, y) to the map

λ ((x, y), r).(x, λ b.((x̃ b, ỹ (trBπ0 (f r) b)), π1 (f r) b)) : |R| → JA ◁ BK |R|.

Proof. Given a relation R : X ×X → Type, by Lemma 4 there is an equiva-
lence ∏

(x,y):X×X

R (x, y) → E(X,m) R (x, y)

≃
∏

(x,y):X×X

R (x, y) → D(X,m) R (x, y) (5)

≃
∑

α:|R|→JA◁BK |R|

(m ◦ π0 ◦ π0 ∼ JA ◁ BK (π0 ◦ π0) ◦ α) (6)

× (m ◦ π1 ◦ π0 ∼ JA ◁ BK (π1 ◦ π0) ◦ α) .

https://elisabeth.stenholm.one/non-wellfounded-set-theory/container.bisimulation.html#20968
https://elisabeth.stenholm.one/non-wellfounded-set-theory/container.bisimulation.html#21986
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The desired equivalence then follows by applying the equivalence above
to the second component of the type E(X,m) -Coalg. By chasing f :∏

(x,y):X×X R (x, y) → E(X,m) R (x, y) along the equivalence we see that it
is mapped as stated.

Proposition 2 ( ). Given a JA ◁BK-coalgebra (X,m), let e be the equiv-
alence given by Proposition 1. Then for any E(X,m)-coalgebras (R, f) and
(R′, f ′) there is an equivalence of types

HomE(X,m) -Coalg (R, f) (R
′, f ′) ≃ HomJA◁BK -Bisim(X,m)

(e (R, f)) (e (R′, f ′)).

Proof. Applying the equivalence e given by Proposition 1 on (R, f) and
(R′, f ′), denote the components of the result as:

• α : |R| → JA ◁ BK |R|,
• α′ : |R′| → JA ◁ BK |R′|,
• H0 : m ◦ π0 ◦ π0 ∼ JA ◁ BK (π0 ◦ π0) ◦ α,
• H ′

0 : m ◦ π0 ◦ π0 ∼ JA ◁ BK (π0 ◦ π0) ◦ α′,
• H1 : m ◦ π1 ◦ π0 ∼ JA ◁ BK (π1 ◦ π0) ◦ α
• H ′

1 : m ◦ π1 ◦ π0 ∼ JA ◁ BK (π1 ◦ π0) ◦ α′.

Let e′ denote the equivalence given by Lemma 4. We have a chain of
equivalences

HomE(X,m) -Coalg (R, f) (R
′, f ′)

≃ HomD -Coalg (R, e
′ ◦ f) (R′, e′ ◦ f ′) (7)

≃
∑

g:
∏

(x,y):X×X R (x,y)→R′ (x,y)

∑
K:α′◦ tot g∼JA◁BK (tot g) ◦α

(8)

(
H ′

0 ·K = H0

)
×
(
H ′

1 ·K = H1

)
≃

∑
g:
∏

(x,y):X×X R (x,y)→R′ (x,y)

∑
K:α′◦ tot g∼JA◁BK (tot g) ◦α

(9)

(
H ′

0 ·K = tr
λh.m◦h∼JA◁BKh ◦α
refl H0

)
×
(
H ′

1 ·K = tr
λh.m◦h∼JA◁BKh ◦α
refl H1

)
≃

∑
g:|R|→|R′|

∑
p:π0◦π0◦g=π0◦π0

∑
q:π1◦π0◦g=π1◦π0

∑
K:α′◦ tot g∼JA◁BK (tot g) ◦α

(10)

(
H ′

0 ·K = trλh.m◦h∼JA◁BKh ◦α
p H0

)
×
(
H ′

1 ·K = trλh.m◦h∼JA◁BKh ◦α
q H1

)
≃ HomJA◁BK -Bisim(X,m)

(e (R, f)) (e (R′, f ′)), (11)

as desired.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/container.bisimulation.html#23008
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Now we are ready to characterise the identity type on

W

a:AB a as an
indexed M-type.

Theorem 1 ( ). The pair (=, γ) is the terminal E(

W

a:AB a,desupA,B)-

coalgebra.

Proof. Let e be the equivalence given by Proposition 1. Then e (=, f) is the
terminal JA◁BK-coalgebra bisimulation on (

W

a:AB a,desupA,B), by Corollary
1. The terminality of (=, f) then follows by Proposition 2.

4 AFA and SAFA in ∈-structures
Most axioms of set theory, such as paring, union, separation and even infinity,
replacement or powerset, are set existence axioms — they inform a student
which sets they can construct within the theory. All the sets the student can
construct from these axioms alone are wellfounded. Classically, wellfounded
sets are those without an infinite membership chain:

a0 ∋ a1 ∋ a2 ∋ · · ·

Constructively, well-foundedness is instead formulated as an induction princi-
ple for ∈ or using an accessibility predicate. In both constructive and classical
traditions, the most prominent theories include an axiom which states that,
in fact, all sets are wellfounded. This axiom is called regularity or foundation.
It’s a standard, classical result that the axiom of foundation is independent
of the rest. What is more, under certain assumptions† any structure defined
by sets can be defined by well-founded sets.

When one removes the requirement that every material set must be well-
founded, two questions arise:

1. Which non-wellfounded sets exist?
2. When are two non-wellfounded sets equal?

Anti-foundation axioms are properties of ∈-structures which give answers
to these two questions. In this text we consider two such axioms. The first
is Aczel’s Anti-Foundation Axiom (AFA), and the second is Scott’s Anti-
Foundation Axiom (SAFA). These answer the question slightly differently,
and in this section we will try to capture the formulation of these in a way
which generalises to ∈-structures to higher type levels.

The second question arises because extensionality does not fully determine
the equality between non-wellfounded sets. For instance, if two sets satisfy

†AC is more than sufficient, but the much milder axiom of well-founded materialisation
is enough (cf. discussion in Shulman, 2010, after Lemma 6.46).

https://elisabeth.stenholm.one/non-wellfounded-set-theory/container.m-types.html#3883
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the equations x = {x, y}0 and y = {x}0, both x = y and x ̸= y are possible
– of course not in the same ∈-structure. The 0-subscript on the pairing is
crucial, because if we used multiset pairing, and let x = {x, y}1, it follows
that x ̸= y, since a pair is never a singleton. This foreshadows the main thesis
of this section, that the difference between Aczel’s and Scott’s conceptions of
non-wellfounded sets is a matter of truncation level, from the perspective of
HoTT.

In elementary terms, AFA states that given any graph there is a unique
assignment of sets to the nodes of the graph, such that the elementhood
relations between the assigned sets coincides with the edges of the graph. This
both gives a way of constructing non-wellfounded sets (by giving a graph)
and a way of proving equalities between non-wellfounded sets (showing that
they can decorate the same node in a graph).

SAFA states that every graph where nodes have unique unfolding trees
can be decorated with sets (in the same sense as in AFA) and that for sets
isomorphism of unfolding trees determines equality. Additionally, the deco-
ration is injective (since equality of nodes is determined by their unfolding
trees) and is unique among such decorations. This may at the moment sound
baroque and even ad hoc, but we will attempt to shed light on this.

Why all these graphs? An answer to this question comes from universal
coalgebra. An ∈-structure being, in general a coalgebra for the functor P∞,
and specifically a Pn-coalgebra in the case of n-level structures (Theorem
3 in Paper II), the non-well founded sets come from coalgebra maps into
the structures. In ordinary mathematics, a graph is exactly a coalgebra
X → P0 X. This emphasises looking at the out-edges from a node, and a
coalgebra map into an ∈-structure translates out-edges to elements. So, what
we will call a decoration of a graph is precisely a coalgebra homomorphism
from the induced coalgebra of the graph into the ∈-structure the graph lives
in.

4.1 Graphs and decorations

Usually in mathematics, we think of graphs as structures consisting of nodes
and edges. However, in the formulation of the anti-foundation axioms we
will work with a slightly different notion of graph, as simply a set of pairs.
This leaves the domain of nodes implicit, which simplifies the definition of a
decoration. Another way of thinking of it is that the domain of nodes in g is
always the entirety of V .

Definition 11 ( ). In an ∈-structure (V,∈) with ordered pairing structure
⟨−,−⟩, an element g : V is a graph if all its elements are pairs. That is,

https://elisabeth.stenholm.one/non-wellfounded-set-theory/e-structure.graphs.html#1238
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there is a map ∏
e:V

e ∈ g →
∑

(x,y):V×V

e = ⟨x, y⟩,

or equivalently, for every e : V such that e ∈ g there are source e : V and
target e : V such that e = ⟨source e, target e⟩.

Remark: The notation “source e” and “target e” suppresses mention of
the specific proof element of e ∈ V which is used to construct source e and
target e. However, this is justified since

∑
(x,y):V×V e = ⟨x, y⟩ is a proposition,

and thus any choice of such proof object yields equal results.

Definition 12 ( ). Given a graph g : V in a ∈-structure (V,∈) with
ordered pairing structure ⟨−,−⟩, define the type Target g, the subtype of V
consisting of targets of edges in g, by Target g :=

∑
y:V ∃x:V ⟨x, y⟩ ∈ g.

Since the domain of nodes in the graph is left implicit, a decoration will
be a universally defined function d : V → V , where the convention is that
d x is empty if there are no edges ⟨x, y⟩ ∈ g. When there is an edge ⟨x, y⟩
this edge should give rise to an elementhood relation d y ∈ d x. In fact, there
should for every z : V be an equivalence between z ∈ d x and the edges in
⟨x, y⟩ ∈ g for which z = d y:

Definition 13 ( ). For n : N∞
−1, an (n+ 1)-decoration of a graph g : V

in an ∈-structure (V,∈), with an ordered pairing structure ⟨−,−⟩, is a map
d : V → V together with an element of the type

∏
x,z:V

z ∈ d x ≃

∥∥∥∥∥∑
y:V

⟨x, y⟩ ∈ g × d y = z

∥∥∥∥∥
n

.

The truncation level restricts the level of d x, so that, for instance, in
0-level ∈-structures d x will be a set. The notion of 0-decoration is equivalent
to the classical notion of decoration as a function satisfying the equation
d(x) = { d(y) | ⟨x, y⟩ ∈ g, }0 (cf. Aczel, 1988, Chapter 1). And, in terms of
univalent material set theory‡, an n-decoration is a function satisfying the
equation d(x) = { d(y) | ⟨x, y⟩ ∈ g, }n .

The notion of ∞-decoration is one where there is no truncation yielding
simply:

z ∈ d x ≃

∑
y:V

⟨x, y⟩ ∈ g × d y = z

 .

‡For discussion on n-truncated set comprehension and replacement, see Definitions 7
and 8 in Paper II

https://elisabeth.stenholm.one/non-wellfounded-set-theory/e-structure.graphs.html#1750
https://elisabeth.stenholm.one/non-wellfounded-set-theory/e-structure.graphs.html#1920
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Intuitively it says that d y occurs in d x precisely as many times as ⟨x, y⟩
occurs in g (and that all elements of d x are of the form d y).

There are two simple observations we can make if we know the level of
the ∈-structure.

• In an n-level ∈-structure, an (n+1)-decoration is also an ∞-decoration
since the type

∑
y:V ⟨x, y⟩ ∈ g × d y = z has type level n.

• In an n-level ∈-structure, an ∞-decoration is also n-decoration, but
the opposite is not always the case. For instance, in level 0, if
d : V → V is an ∞-decoration, we know that

∑
y:V ⟨x, y⟩ ∈ g × d y = z

is a proposition since it is equivalent to z ∈ d x which is a propo-
sition. Hence, the propositional truncation in the requirement for a
0-truncation is superfluous and d is also a 0-decoration. However,
the graph g = {⟨a, b⟩, ⟨a, c⟩}0 cannot have an ∞-decoration in any
0-level structure, if a, b and c are distinct, since d b = d c = ∅ and thus

∅ ∈ d a ≃
(∑

y:V ⟨a, y⟩ ∈ g × d y = ∅
)
≃ 2 which is not a proposition.

But, being wellfounded, g has a 0-decoration, namely the one which
assigns d x = { ∅ | x = a }0.

At level 0, the ∞-decorations are the injective 0-decorations. This does
not mean that d is injective on all of V—that would yield a contradiction—
but rather that it becomes injective when restricted to the sets which are
nodes in the graph (i.e. occurs in an edge). Classically, Scott’s axiom is
formulated in terms of injective decorations, but we will instead use ∞-
decorations as this generalises to higher type levels.

4.2 Coalgebraic characterisation of n-decorations

The ∈-structures are the same as P∞-coalgebras, and the usual character-
isation of decorations as coalgebra maps into V extends in our settings to
coalgebra maps into P∞. This is essentially what is proved in Proposition 4
below. However, to make characterisation convenient, either the functorial
action must be adjusted for each n, or the underlying structure must be of
level n. We opt to adjust the functorial action.

Definition 14. Let n : N∞
−1, and define a wild functor P∞

n : Type → Type
by P∞

n X :=
∑

A:U A → X on types and on functions by P∞
n f (A, v) :=

(imagen(f ◦ v), incln(f ◦ v)).

Remark: Notice that P∞
n is like a hybrid between P∞ and Pn: Since P∞

n

and P∞ have the same action on types, a coalgebra for one is automatically a
coalgebra for the other. On the other hand, if two P∞

n -coalgebras factor into
Pn-coalgebras, the type of P∞

n -coalgebra homomorphisms is equivalent to the
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type of Pn-coalgebra homomorphisms. The following commutative diagram
summarises the relationship between Pn and P∞

n . The unnamed arrows are
the n-image map and the inclusion of n-truncated functions into functions.

P∞
n X P∞

n Y

P∞ X Pn X Pn Y P∞ Y

P∞
n f

Pn f

Let us for the rest of the subsection fix n : N∞
−1 and a U -like ∈-structure

(V,∈) and its associated P∞-coalgebra structure m∈ : V → P∞ V . Assume
also that V is locally small and let x ≈ y denote the small type equivalent to
the identity type for x, y : V .

If we have a graph in V , there are several ways of constructing a coalgebra
from it. Below, we define two closely related P∞-coalgebra structures: mg :
V → P∞ V and ng : Target g → P∞ (Target g), which will help characterise
decorations and define Scott’s anti-foundation axiom.

Proposition 3 ( ). For each graph g : V , there is a P∞-coalgebra structure
on V which we will call mg : V → P∞ V such that π0(mg x) ≃

∑
y:V ⟨x, y⟩ ∈ g

and π1(mg x) : π0(mg x) → V becomes π0 :
(∑

y:V ⟨x, y⟩ ∈ g
)

→ V when

transported along this equivalence.

Proof. Given x : V let mg x := (
∑

e:g source (g̃ e) ≈ x, target ◦ g̃ ◦ π0), and
observe that:∑

e:g

source (g̃ e) ≈ x ≃
∑
y:V

∑
e:g

(source (g̃ e) = x)× (target (g̃ e) = y) (12)

≃
∑
y:V

∑
e:g

⟨source (g̃ e), target (g̃ e)⟩ = ⟨x, y⟩ (13)

≃
∑
y:V

fiber g̃ ⟨x, y⟩ (14)

≡
∑
y:V

⟨x, y⟩ ∈ g, (15)

Note that the following diagram commutes∑
e:g source (g̃ e) ≈ x

∑
y:V ⟨x, y⟩ ∈ g

V

≃

target ◦ g̃◦π0 π0

up to definitional equality.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/e-structure.graph.to-P-n-coalgebra.html#6542
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Remark: Ignoring size issues, justified by Proposition 3, we will simply
write:

mg x =

∑
y:V

⟨x, y⟩ ∈ g, π0

 .

This is clearer to read than coercing along an equivalence. A more careful
treatment, without notational abuse, is found in the formalisation.

Lemma 5 ( ). If a graph g : V is an n-type in (V,∈) (i.e. e ∈ g is an
n − 1 type) then π1 (mg x) : π0 (mg x) → V is (n − 1)-truncated, and hence
mg factors into a Pn-coalgebra mn,g : V → Pn V .

Proof. The map target ◦ g̃ ◦ π0 is (n − 1)-truncated since, for any y : V , we
have an equivalence

fiber (target ◦ g̃ ◦ π0) y ≃ fiber π0 y (16)

≃ ⟨x, y⟩ ∈ g, (17)

and the last type is (n− 1)-truncated.

Proposition 4. For each graph g : V and map d : V → V there is an
equivalence of types between d being an n-decoration of g and being a P∞

n -
coalgebra homomorphism from mg : V → P∞

n V to m∈ : V → P∞
n V . Hence,

there is an equivalence of types between n-decorations of g and P∞
n -coalgebra

homomorphisms from mg to m∈.

Proof. Given a graph g : V and a map d : V → V we have the following
chain of equivalences:

(m ◦ d ∼ P∞
n d ◦mg)

≃
∏
x:V

∏
z:V

fiber (̃d x) z ≃ fiber (incln−1 (d ◦ target ◦ g̃ ◦ π0)) z (18)

≃
∏
x:V

∏
z:V

z ∈ d x ≃

∥∥∥∥∥ ∑
(y,p):fiber d z

⟨x, y⟩ ∈ g

∥∥∥∥∥
n−1

(19)

≃
∏
x:V

∏
z:V

z ∈ d x ≃

∥∥∥∥∥∑
y:V

⟨x, y⟩ ∈ g × d y = z

∥∥∥∥∥
n−1

(20)

Proposition 5 ( ). For each graph g : V , the coalgebra mg restricts to
Target g. We will call this coalgebra structure ng : Target g → P∞ (Target g)
and the subtype inclusion π0 : Target g → V is a P∞-coalgebra homomor-
phism.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/e-structure.graph.to-P-n-coalgebra.html#6437
https://elisabeth.stenholm.one/non-wellfounded-set-theory/e-structure.graph.to-P-n-coalgebra.html#7815
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Proof. First, note that for any e : g, target (g̃ e) lies in Target g as
it is the child of source (g̃ e). Thus let ng(x, ) = (

∑
e:g source (g̃ e) ≈

x, (λ(e, ).(target (g̃ e), ))), for which we can check that π0 is a P∞-coalgebra
homomorphism:

P∞ π0 (ng (x, ))

= (
∑
e:g

source (g̃ e) ≈ x, π0 ◦ (λ(e, ).(target (g̃ e), ))) (21)

= (
∑
e:g

source (g̃ e) ≈ x, (λ(e, ). target (g̃ e))) (22)

= (
∑
y:V

⟨x, y⟩ ∈ g, π0) (23)

= mg x (24)

= mg (π0 (x, )) (25)

Remark: For ng, just as for mg, we will slightly abuse notation, justified
by Proposition 5, and write:

ng (x, ) =

∑
y:V

⟨x, y⟩ ∈ g, λ(y, e).(y, |(x, e)|)

 .

Again, a more careful treatment is found in the formalisation.

4.3 Aczel’s anti-foundation axiom

Aczel’s anti-foundation axiom can now be formulated as generalised proper-
ties for any truncation level. We will demonstrate that if one could construct
terminal coalgebras for the Pn functors, the resulting ∈-structures would sat-
isfy the generalised properties.

Definition 15 ( ). An ∈-structure (V,∈), with an ordered pairing struc-
ture, has Aczel n-anti-foundation (n-AFA), for n : N∞

0 , if for every graph
g : V the type of n-decorations of g is contractible. Equivalently, this can be
split into two parts:

• n-AFA1: For every graph g : V the type of n-decorations of g is inhab-
ited

• n-AFA2: For every graph g : V the type of n-decorations of g is a
proposition.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/e-structure.property.aczel-anti-foundation.html#563
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The classical AFA axiom is equivalent to Aczel 0-anti-foundation, since
0-decorations are the usual decorations, and contractible is the HoTT way of
saying “exists unique”.

As decorations are Pn-coalgebras, one type that would model AFA is the
terminal Pn-coalgebra.

Theorem 2 ( ). Suppose (V,m) is the terminal Pn-coalgebra and that V
is locally U -small. Then the induced ∈-structure has Aczel n-anti-foundation.

Proof. It was shown in Paper II that (V,m) has an ordered pairing structure.
Let g : V be a graph. By Proposition 4 we need to show that the type of Pn-
coalgebra homomorphisms from the corresponding graph coalgebra, given by
Proposition 3, into (V,m) is contractible. But this follows from terminality
of (V,m).

4.4 Scott’s anti-foundation axiom

Recall that, classically, SAFA is the statement that every Scott extensional
graph has a unique injective decoration and V itself is Scott extensional. A
graph is defined as being Scott extensional if equality on the nodes is tree
isomorphism of the corresponding unfolding trees. Note that two trees are
isomorphic if there is an isomorphism between the children of the roots, such
that the subtrees of each related pair of children are tree isomorphic. We can
see this as the unfolding step in a P∞-bismulation.

The terminal P∞-coalgebra, V∞
∞ , can be thought of as the type of trees,

and the map induced by its terminality, corec∞ (A,m) : A → V∞
∞ , is the

unfolding of a coalgebra or graph into a tree (starting in a given node).
Because of univalence, the identity type in V∞

∞ is precisely tree isomorphism.
This means that we can express Scott extensionality for a graph as saying
that corec∞ (Target g, ng) is an embedding. Every function in HoTT has an
associated action on paths, which becomes an equivalence for an embedding.
So, if corec∞ (Target g, ng) is an embedding, its action on paths of the graph
provides an equivalence between equality in the graph and isomorphism of
its unfolding trees.

On higher type levels, it is a bit strong to require an embedding. For
instance, in multisets (which are the material set theory equivalent of
groupoids), we would like to consider a graph like {⟨∅, ∅⟩, ⟨∅, ∅⟩}1 as a Scott
extensional representation of the complete binary tree. However, this tree
has many non-trivial automorphisms in V∞

∞ , which our single node, ∅, does
not have. An embedding would require nodes in the graph to come pre-
filled with these automorphisms, but in our models this is not required. We
therefore define the notion of a graph being Scott n-extensional.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/e-structure.property.aczel-anti-foundation.from-terminal-coalgebra.html#5912
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Definition 16 ( ). Given a graph g : V and n : N∞
−1, we say that g is

Scott (n + 1)-extensional if the tree unfolding map corec∞ (Target g, ng) is
n-truncated.

Clearly, being Scott n-extensional implies being Scott (n+1)-extensional,
and by the reasoning above, Scott 0-extensional is the usual notion of Scott
extensional in level 0 ∈-structures. Furthermore, if the graph is a set level
graph (meaning that Target g is a set and ng factors through P1), then it is
automatically Scott 1-extensional.

We can now define Scott’s anti-foundation axiom for ∈-structures of any
type level.

Definition 17 ( ). A U -like ∈-structure (V,∈), with an ordered pairing
structure, has Scott n-anti-foundation (n-SAFA), for n : N∞

0 , if the two
properties n-SAFA1 and SAFA2 hold:

• n-SAFA1: Any Scott n-extensional graph g : V has an ∞-decoration.
• SAFA2: For any graph g the type of ∞-decorations is a proposition.

The classical notion of SAFA then corresponds to what is defined above
as Scott 0-anti-foundation. SAFA2 is the same as ∞-AFA2, and since be-
ing Scott ∞-extensional is a vacuous requirement, we get that ∞-SAFA is
equivivalent to ∞-AFA.

5 The coiterative hierarchy

The coiterative hierarchy is a dualisation of a specific construction of the it-
erative hierarchy (Gylterud, 2018). That construction starts with the type of
all wellfounded trees and picks out the subset of those which are hereditar-
ily sets (i.e. in each node each immediate subtree is unique). The coiterative
hierarchy is constructed dually, starting from the type of all (possibly non-
wellfounded) trees, and picking out those which are co-hereditarily sets. That
is, no matter how far we go into the tree, in each node the immediate subtrees
are always distinct.

In Paper II, the construction of an iterative hierarchy of sets was extended
to a hierarchy of n-types, V n. When dualising to coiterative sets we will keep
this level of generality and construct a coiterative hierarchy of n-types, V n

∞.
The first level, V 0

∞ is then the coiterative sets.
The iterative hierarchy was carved out from the W-type V∞ := WA:U A,

as a subtype, using an inductive predicate is-it-n -type : V∞ → Type. The
coiterative hierarchy will, dually, be carved out as a subtype from the M-type,
V∞

∞ :=

W

A:UA, and a coinductive predicate is-coit-n -type : V∞
∞ → Type.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/e-structure.property.scott-anti-foundation.html#1690
https://elisabeth.stenholm.one/non-wellfounded-set-theory/e-structure.property.scott-anti-foundation.html#2232
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•

•

•

•

•

•

Figure 1: This tree represents an
iterative set: {{{∅}0, ∅}0, ∅}0.

•

•

• •

•

Figure 2: This tree does not rep-
resent an iterative set because the
left child of the root has two
equal children. It does however
represent the iterative multiset:
{{∅, ∅}1, ∅}1.

•

•

• •

•

• •

...
...

...
...

Figure 3: The full binary tree is
not a coiterative set. But rather a
multiset b = {b, b}1.

x

x

x y

y

x

x y

Figure 4: This infinite binary tree
represents the set x which is part of
the solution to the equations x =
{x, y}0 and y = {x}0

Definition 18 ( ). For n : N−2, define the predicate:

is-coit-(n+ 1) -type : N → V∞
∞ → Type

is-coit-(n+ 1) -type0 x := is-n -trunc-map x̃

is-coit-(n+ 1) -type(suc k) x :=
∏
a:x

is-coit-(n+ 1) -typek (x̃ a) .

Proposition 6 ( ). The type is-coit-n -typek x is a proposition for any
n, k and x : V∞

∞.

Proof. This follows by induction on k and the fact that being an (n − 1)-
truncated map is a proposition.

A coiterative n-type is then a tree which is a coiterative n-type at every
level.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#2100
https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#2346
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Definition 19 ( ). For n : N−1, define the predicate:

is-coit-n -type : V∞
∞ → Type

is-coit-n -type x :=
∏
k:N

is-coit-n -typek x

Proposition 7 ( ). The type is-coit-n -type x is a proposition for any
x : V∞

∞.

Proof. A family of propositions is again a proposition.

Now we can define the type of coiterative n-types.

Definition 20 (The coiterative hierarchy ). For n : N−1, let V
n
∞ denote

the type of coiterative n-types:

Vn
∞ :=

∑
x:V∞

∞

is-coit-n -typex.

Proposition 8 ( ). Vn
∞ is a subtype of V∞

∞, i.e. there is an embedding
Vn

∞ ↪→ V∞
∞.

In particular, the identity type on Vn
∞ is the same as the identity type on

V∞
∞.

5.1 Vn
∞ is a fixed point for Pn

The elements in Vn
∞ are non-wellfounded trees where all branchings are (n−

1)-truncated maps. So when one removes the root from a tree, one gets a
small type and an (n− 1)-truncated map from that type into Vn

∞. Similarly,
if one has a small type and an (n − 1)-truncated map from that type into
Vn

∞ then one can construct a tree in Vn
∞. Hence, we will show that Vn

∞ is a
fixed point to Pn.

Lemma 6 ( ). For any x : V∞
∞, there is an equivalence

is-coit-n -type x ≃

(
is-n -trunc-map x̃×

∏
a:x

is-coit-n -type (x̃ a)

)
.

Proof. Follows by induction over N.

Theorem 3 ( ). Vn
∞ is a fixed point for Pn.

Proof. Since V∞
∞ is the terminal P∞-coalgebra, it is in particular a fixed point

for P∞.
Let x : Vn

∞, then by Lemma 6, the element (x, x̃) lies in Pn Vn
∞. By the

same token, given A : U and f : A ↪→n−1 Vn
∞, the element sup∞ (A, f) is a

coiterative n-type.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#2946
https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#3073
https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#3566
https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#4729
https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#3767
https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#7713
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For the two maps given by Theorem 3 we introduce the following notation:

desupn : Vn
∞ → Pn Vn

∞,

supn : Pn Vn
∞ → Vn

∞ .

Proposition 9 ( ). The inclusion Vn
∞ ↪→ V∞

∞ is a P∞-coalgebra homo-
morphism from (Vn

∞, desup
n) to (V∞

∞, desup
∞).

Proof. Follows by structural induction on the elements of Vn
∞.

5.2 Non-terminality of V0
∞ as a P0-coalgebra

Even though Vn
∞ is a fixed point for Pn and is a subtype of the terminal

P∞-coalgebra, it turns out to not be the terminal Pn-coalgebra. At least
V0

∞ is not the terminal P0-coalgebra. But we conjecture this result to hold
for all n. This is surprising since the dual construction gives the initial
algebra of Pn (Theorem 15 of Paper II). Intuitively, the reason is that in the
wellfounded setting tree isomorphism coincides with bisimulation, while in
the non-wellfounded setting it does not.

For Vn
∞ to be terminal, any graph (considered as a Pn-coalgebra) should

have a unique representative in Vn
∞. But Vn

∞ contains more than one rep-
resentative of some graphs, i.e. we can construct a Pn-coalgebra for which
there are two distinct Pn-coalgebra homomorphisms into Vn

∞. One of the
maps sends each node to its unfolding tree. Because the functorial action of
Pn takes the (n−1)-image of the composite map, i.e. it collapses some struc-
ture, there is also a Pn-coalgebra homomorphism which maps the nodes to
another tree.

Theorem 4. V0
∞ is not the terminal P0-coalgebra.

Proof. Consider the following P0-coalgebra (X,m), represented as a graph:

x y

The unfolding trees of the two nodes as given by corec∞ (X,m) : X →
V∞

∞ are distinct, so corec∞ (X,m) factors as a P0-coalgebra homomorphism,
f : X → V0

∞, from (X,m) to (V0
∞, desup0), such that f x ̸= f y.

On the other hand, let g be the map that sends both nodes to the infinite
unary tree, which we will denote q : V 0

∞:

https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#8449
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•

•

...

Clearly, g is also a P0-coalgebra homomorphism:

P0 g (mx) = (image (g ◦ x̃), incl) = (1, λ .q) = (q, q̃) = desup0(g x)

and likewise for y:

P0 g (my) = (image (g ◦ ỹ), incl) = (1, λ .q) = (q, q̃) = desup0(g y).

However, since f x ̸= f y and g x = g y, we get that f and g are two
distinct P0-coalgebra homomorphisms from (X,m) to (V0

∞,desup0).

5.3 Local smallness of Vn
∞

The functorial action of Pn takes the n-image of a map. In order for this to
be small, the domain must be small and the codomain appropriately locally
small. In particular, when we are considering maps into Vn

∞, we use the fact
that this type is locally small, as we will show in this section. This result
uses univalence and follows from the characterisation of the identity on an
M-type as an indexed M-type.

The idea is that, by univalence, the indexed functor E(V∞
∞ ,desup) is equiva-

lent to the indexed functor E′
(V∞

∞ ,desup), for which the corresponding indexed
M-type is small.

Definition 21 ( ). Given X : Type and m : X →
(∑

A:TypeA→ X
)
,

define the following functor

E′
(X,m) : (X ×X → Type) → (X ×X → Type)

E′
(X,m) R (x, y) :=

∑
e:x≃y

∏
a:x

R (x̃ a, ỹ (e a)).

Proposition 10 ( ). Given X : Type and m : X →
(∑

A:TypeA→ X
)
,

there is a natural family of equivalences

E(X,m) R (x, y) ≃ E′
(X,m) R (x, y).

Proof. Follows by univalence.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/functor.slice.html#3159
https://elisabeth.stenholm.one/non-wellfounded-set-theory/container.indexed.coalgebra.html#11042
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This gives us an alternative characterisation of the identity type on V∞
∞.

Theorem 5 ( ). The identity type on V∞
∞ is the terminal E′-coalgebra.

Proof. By Theorem 1, the identity type on V∞
∞ is the terminal E-coalgebra.

Since the functors E and E′ are naturally equivalent by Proposition 10, the
identity type is also the terminal coalgebra for E′.

Note that by the theorem above, there is for any x, y : V∞
∞ an equivalence

(x = y) ≃
∑
e:x≃y

∏
a:x

x̃ a = ỹ (e a).

Theorem 6 ( ). V∞
∞ is locally U -small.

Proof. Since E′
(V∞

∞,desup∞) is an indexed polynomial functor, it has a cor-

responding indexed M-type which is the terminal E′
(V∞

∞,desup∞)-coalgebra.
In their paper on non-wellfounded trees in HoTT, Ahrens, Capriotti, and
Spadotti (2015) constructed indexed M-types from inductive types. From
this construction one can observe that the universe level of the constructed
indexed M-type does not depend on the indexing type. In our case, the uni-
verse level of the indexed M-type corresponding to E′

(V∞
∞,desup∞) is the least

upper bound of the universe levels of x ≃ y and x, which is U .
Since (the carrier of) any two terminal E′

(V∞
∞,desup∞)-coalgebras are equiv-

alent, it follows that V∞
∞ is locally U -small.

Corollary 2 ( ). Vn
∞ is locally U -small.

Proof. By Proposition 8, Vn
∞ is a subtype of V∞

∞ and thus has the same
identity type. The result then follows from the fact that V∞

∞ is locally U -
small, by Theorem 6.

5.4 Vn
∞ is a simple P∞-coalgebra

The first requirement to satisfy SAFA is that the type of ∞-decorations is
a proposition. By the characterisation of ∞-decorations as P∞-coalgebra
homomorphisms it is sufficient for the model to be a simple P∞-coalgebra.
Thus, we show this for Vn

∞.
Note that we do not prove that Vn

∞ is simple as a Pn coalgebra. In fact,
the proof of non-terminality of V0

∞ demonstrates that it is not simple as a
P0 coalgebra.

Definition 22. Let X and Y be types, and let f : X → Y . Given a binary
relation R : Y × Y → Type we define a binary relation on X:

Rf : X ×X → Type

Rf (x, x′) := R (f x, f x′).

https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.infinity-multiset.html#3261
https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.infinity-multiset.html#3730
https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#7961
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Moreover, given a fiberwise map g :
∏

(y,y′):Y×Y R (y, y′) → R′ (y, y′) between

relations R and R′, define the fiberwise map:

g f :
∏

(x,x′):X×X

Rf (x, x′) → R′ f (x, x′)

g f (x, x′) := g (f x, f x′).

Proposition 11 ( ). Let (X,m) and (Y, n) be P∞-coalgebras and let
(f, α) be a P∞-coalgebra homomorphism from (X,m) to (Y, n). For any
binary relation R : Y ×Y → Type and every pair of elements x, x′ : X, there
is an equivalence

eR : E′
(Y,n) R (f x, f x′) ≃ E′

(X,m) (Rf) (x, x
′).

This family of equivalences is natural, i.e. for every fiberwise map g :∏
(y,y′):Y×Y R (y, y′) → R′ (y, y′) the following diagram commutes:

E′
(Y,n) R (f x, f x′) E′

(Y,n) R
′ (f x, f x′)

E′
(X,m) (Rf) (x, x

′) E′
(X,m) (R

′ f) (x, x′)

E′
(Y,n) g (f x,f x

′)

eR eR′

E′
(X,m) (g f) (x,x

′)

Moreover, for equality we have

e= (id-equiv, refl-htpy) = (id-equiv, refl-htpy).

Proof. For x, x′ : X, the two types are

E′
(Y,n) R (f x, f x′) ≡

∑
e:f x≃f x′

∏
a:f x

R ((̃f x) a, (̃f x′) (e a)), (26)

E′
(X,m) (Rf) (x, x

′) ≡
∑
e:x≃x′

∏
a:x

R (f (x̃ a), f (x̃′ (e a))), (27)

Note that we have paths

αx : (f x, f̃ x) = (x, f ◦ x̃), (28)

αx′ : (f x′, f̃ x′) = (x′, f ◦ x̃′). (29)

The desired equivalence is thus given by transporting along these paths.
Naturality follows from the fact that transport preserves families. The action
of e= on (id-equiv, refl-htpy) follows by path induction.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/functor.slice.html#4345
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Proposition 12 ( ). Let (X,m) and (Y, n) be P∞-coalgebras and let
(f, α) be a P∞-coalgebra homomorphism from (X,m) to (Y, n). Given an
E′
(X,m)-coalgebra (R, σ), we can define an E′

(Y,n)-coalgebra (f R, f σ).

Proof. Intuitively, f R relates any two elements which are the images of two
related elements in X. Formally, define the relation f R : Y × Y → Type by

f R (y, y′) :=
∑

(x,−):fiber f y

∑
(x′,−):fiber f y′

R (x, x′).

For f σ, it is enough by path induction to construct an element

f σ (f x, f x′) ((x, refl), (x′, refl), r) :
∑

e:f x≃f x′

∏
a:f x

f R ((̃f x) a, (̃f x′) (e a))

Using the (inverse of the) equivalence ef R in Proposition 11, it is enough to
construct an element of the type

∑
e:x≃x′

∏
a:x

f R (f (x̃ a), f (x̃′ (e a))).

For this we take

(π0 (σ r), λ a.((x̃ a, refl), (x̃′ (e a), refl), π1 (σ r))).

Proposition 13 ( ). Let (X,m) and (Y, n) be P∞-coalgebras and let (f, α)
be a P∞-coalgebra homomorphism from (X,m) to (Y, n). Let (R, σ) be an
E′
(X,m)-coalgebra and let (S, ϕ) be an E′

(Y,n)-coalgebra. There is an equivalence

hom ((R, σ), (S f, eS ◦ ϕ)) ≃ hom ((f R, f σ), (S, ϕ)),

where eS is the equivalence given in Proposition 11.

Proof. Define the map

h :
∏

(x,x′):X×X

R (x, x′) → f R (f x, f x′)

h (x, x′) r := ((x, refl), (x′, refl), r).

https://elisabeth.stenholm.one/non-wellfounded-set-theory/functor.slice.html#9369
https://elisabeth.stenholm.one/non-wellfounded-set-theory/functor.slice.html#9873
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We have the following chain of equivalences

hom ((R, σ), (S f, eS ◦ ϕ))

≡
∑

g:
∏

(x,x′):X×X R (x,x′)→S (f x,f x′)

(30)

∏
(x,x′):X×X

eS (x, x
′) ◦ ϕ (f x, f x′) ◦ g (x, x′)

∼ E′
(X,m) g (x, x

′) ◦ σ (x, x′)

≃
∑

g:
∏

(x,x′):X×X R (x,x′)→S (f x,f x′)

(31)

∏
(x,x′):X×X

ϕ (f x, f x′) ◦ g (x, x′)

∼ e−1
S (x, x′) ◦ E′

(X,m) g (x, x
′) ◦ σ (x, x′)

≃
∑

g:
∏

(y,y′):Y ×Y f R (y,y′)→S (y,y′)

(32)

∏
(x,x′):X×X

ϕ (f x, f x′) ◦ g f (x, x′) ◦ h (x, x′) ∼ e−1
S (x, x′)

◦ E′
(X,m) (λ (x, x

′).g f (x, x′) ◦ h (x, x′)) (x, x′) ◦ σ (x, x′)

≡
∑

g:
∏

(y,y′):Y ×Y f R (y,y′)→S (y,y′)

(33)

∏
(x,x′):X×X

ϕ (f x, f x′) ◦ g f (x, x′) ◦ h (x, x′) ∼ e−1
S (x, x′)

◦ E′
(X,m) (g f) (x, x

′) ◦ E′
(X,m) h (x, x

′) ◦ σ (x, x′)

≃
∑

g:
∏

(y,y′):Y ×Y f R (y,y′)→S (y,y′)

(34)

∏
(x,x′):X×X

ϕ (f x, f x′) ◦ g f (x, x′) ◦ h (x, x′) ∼ E′
(Y,n) g (f x, f x

′)

◦ e−1
f R (x, x′) ◦ E′

(X,m) h (x, x
′) ◦ σ (x, x′)

≡
∑

g:
∏

(y,y′):Y ×Y f R (y,y′)→S (y,y′)

(35)

∏
(x,x′):X×X

ϕ (f x, f x′) ◦ g f (x, x′) ◦ h (x, x′)

∼ E′
(Y,n) g (f x, f x

′) ◦ f σ (f x, f x′) ◦ h (x, x′)
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≃
∑

g:
∏

(y,y′):Y ×Y f R (y,y′)→S (y,y′)

(36)

∏
(y,y′):Y×Y

ϕ (y, y′) ◦ g (y, y′) ∼ E′
(Y,n) g (y, y

′) ◦ f σ (y, y′)

≡ hom ((f R, f σ), (S, ϕ)) (37)

Step (34) uses the naturality of the equivalence in Proposition 11.

Corollary 3 ( ). Let (X,m) and (Y, n) be P∞-coalgebras and let (f, α) be
a P∞-coalgebra homomorphism from (X,m) to (Y, n). Suppose that equality
on Y is the terminal E′

(Y,n)-coalgebra. Then equality on X is the terminal

E′
(X,m)-coalgebra if and only if f is an embedding.

Proof. Let m be the E′
(X,m)-coalgebra map for equality on X and let m′ be

the E′
(Y,n)-coalgebra map for equality on Y . Let e be the equivalence given

in Proposition 11, for equality on Y . Note that since e (id-equiv, refl-htpy) =
(id-equiv, refl-htpy), apf is an E′

(X,m)-coalgebra homomorphism from (=X

,m) to (λ (x, x′).f x =Y f x′, e ◦m′).
For any E′

(X,m)-coalgebra (R, σ), we have an equivalence

hom((R, σ), (λ (x, x′).f x = f x′, e ◦m′)) ≃ hom((f R, f σ), (=Y ,m
′))

given by Proposition 13. By the terminality of (=Y ,m
′) it therefore follows

that (λ (x, x′).f x =Y f x′, e ◦m′) is the terminal E′
(X,m)-coalgebra.

Since apf is an E′
(X,m)-coalgebra homomorphism from the identity (=X

,m) to (λ (x, x′).f x =Y f x′, e ◦ m′) and the terminal E′
(X,m)-coalgebra is

unique up to unique isomorphism, it follows that apf is a family of equiva-
lences if and only if (=X ,m) is the terminal E′

(X,m)-coalgebra.

Corollary 4. (Vn
∞, desup

n) is a simple P∞-coalgebra.

Proof. Vn
∞ embeds into V∞

∞, hence it satisfies the conditions of Corol-
lary 3. E′

(Vn
∞,desupn)-coalgebras are equivalent to P∞-bimsimulations on

(Vn
∞, desup

n), so it follows that (Vn
∞, desup

n) is a bisimulation simple P∞-
coalgebra, hence simple.

One can also use Corollary 3 to replace the condition in 0-SAFA1 with g
being simple:

Corollary 5. Given an ∈-structure (V,∈), a graph g : V being Scott 0-
extensional is equivalent to (Targetg, ng) being a simple P∞-coalgebra.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.properties.html#18831
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5.5 Coalgebra homomorphisms into Vn
∞

How do we construct a map from a Pn-coalgebra, say (X,m), into Vn
∞? An

obvious approach is to view (X,m) as a P∞-coalgebra and show that corec∞ :
X → V∞

∞ lands in Vn
∞, where corec∞ is the underlying map of the unique

P∞-coalgebra homomorphism from (X,m) to (V∞
∞,desup

∞). Unfortunately,
this is not always the case.

Viewing (X,m) as a graph, corec∞ maps each node to its unfolding tree.
Consider now the P0-coalgebra represented by the following graph:

•

• •

The topmost node is mapped by corec∞ to the tree

•

• •

• •

...
...

which is not an element of V0
∞ as the branching at the root is not an

embedding.
However, if corec∞ is an (n− 1)-truncated map, then it lands in Vn

∞.

Proposition 14 ( ). Given a Pn-coalgebra (X,m), if corec∞ : X → V∞
∞

is an (n − 1)-truncated map, then for all x : X, corec∞ x is a coiterative
n-type.

Proof. For x : X we need to show that∏
k:N

is-coit-n -typek (corec
∞ x).

Proceed by induction on k.
For the base case, note that since corec∞ is a P∞-coalgebra homomor-

phism, we have
˜(corec∞ x) = corec∞ ◦ x̃.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#18085
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Both these maps are (n − 1)-truncated, and therefore the composition is
(n− 1)-truncated.

Similarly, for the induction step, since corec∞ is a homomorphism, it is
enough to show that ∏

a:x

is-coit-n -typek (corec
∞ (x̃ a)).

But this follows from the induction hypothesis.

Definition 23 ( ). Given a Pn-coalgebra (X,m) for which corec∞ is an
(n− 1)-truncated map, let

corecn : X → Vn
∞

denote the restriction of corec∞ into Vn
∞ by Proposition 14.

The map corecn is a Pn-coalgebra homomorphism. This is an instance of a
useful lemma about which maps into Vn

∞ are Pn-coalgebra homomorphisms.

Lemma 7 ( ). Let (X,m) be a Pn-coalgebra and let f : X ↪→n−1 Vn
∞.

Then there is an equivalence of types between f being a Pn-coalgebra homo-
morphism and π0 ◦ f being a P∞-coalgebra homomorphism.

Proof. Consider the following diagram:

X Vn
∞ V∞

∞

Pn X Pn Vn
∞

P∞ X P∞ Vn
∞ P∞ V∞

∞

m

f

desupn

π0

desup∞
Pn f

P∞ f P∞ π0

The map from Pn Vn
∞ to P∞ Vn

∞ is an embedding as it simply forgets
that the map in the second coordinate is (n − 1)-truncated. Additionally,
P∞ π0 is an embedding since π0 is an embedding. Thus, it is equivalent to
show that the upper left square commutes, and showing that the two maps
are equal when postcomposed with the forgetful map and P∞ π0.

The square on the right commutes as the inclusion Vn
∞ into V∞

∞ is a P∞-
coalgebra homomorphism (Proposition 9), and since f is an (n−1)-truncated
map, the lower left square also commutes. It therefore follows that there is an
equivalence between the upper left square commuting and the outer square
commuting.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#18678
https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#14077
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Proposition 15 ( ). Let (X,m) be a Pn-coalgebra for which corec∞ is
an (n− 1)-truncated map, then corecn is an (n− 1)-truncated map, and it is
a Pn-coalgebra homomorphism into (Vn

∞,desup
n).

Proof. Since corec∞ is an (n − 1)-truncated map and π0 : Vn
∞ → V∞

∞ is an
embedding, it follows that corecn is an (n − 1)-truncated-map. By Lemma
7, since corec∞ ≡ π0 ◦ corecn is a P∞-coalgebra homomorphism, it follows
that corecn is a Pn-coalgebra homomorphism.

Even though (Vn
∞, desup

n) is not the terminal Pn-coalgebra, it is almost
terminal — it is terminal with respect to truncated maps.

Theorem 7 ( ). Let (X,m) be a Pn-coalgebra for which corec∞ is an
(n− 1)-truncated map. Then the following type is contractible:∑

(f,α):HomPn -Coalg (X,m) (Vn
∞,desupn)

is-(n− 1) -trunc-map f

Proof. First we note that by Lemma 7, the type of Pn-coalgebra homomor-
phisms from (X,m) to (Vn

∞,desup
n) for which the underlying map is (n−1)-

truncated, is a subtype of the type of P∞-coalgebra homomorphisms from
(X,m) to (V∞

∞, desup
∞). Specifically, we have the following chain of equiva-

lences and embeddings:∑
f :X↪→n−1V

n
∞

desupn ◦f ∼ Pn f ◦m

≃
∑

f :X↪→n−1V
n
∞

desup∞ ◦π0 ◦ f ∼ P∞ (π0 ◦ f) ◦m (38)

↪→
∑

f :X→Vn
∞

desup∞ ◦π0 ◦ f ∼ P∞ (π0 ◦ f) ◦m (39)

↪→
∑

f :X→V∞
∞

desup∞ ◦f ∼ P∞ f ◦m (40)

The last step is an instance of the fact that embeddings are monomorphisms.
By Proposition 15, the first type in the chain above is inhabited. Since

any inhabited type which embeds into a proposition is contractible, it follows
that the first type is contractible.

Note that this does not contradict the counter example to terminality
above since the second map in that case is not an embedding.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#19195
https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.html#20100
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6 The coiterative hierarchy as a model of set the-
ory

A result that dates back to the fifties is that any fixed point of the powerset
functor is a model of ZFC− (ZFC without foundation/regularity) (Rieger,
1957). In a previous paper by two of the authors (Paper II) a corresponding
result was shown for models of set theory in HoTT — the powerset functor
in this case being P0. Specifically, a fixed point of P0 in HoTT is a model of

• empty set,
• unordered pairing,
• restricted separation,
• replacement,
• union,
• exponentiation,
• infinity/natural numbers.

In fact, natural higher type level generalisations of these axioms were
defined and it was shown that fixed points of Pn satisfy the axioms at level n
or less§ (Section 5 in Paper II). Moreover, the type Vn was shown to be the
initial algebra of the functor Pn and as such was shown to model the axiom
of foundation, in addition to the ones above.

Since Vn
∞ is a fixed point of Pn it is also a model of the axioms above.

However, since it is not the initial algebra, it is not a model of foundation.
Neither is it the terminal coalgebra, and thus not a model of Aczel’s anti-
foundation axiom. In this section we will show that it is instead a model of
Scott’s anti-foundation axiom.

The definition of the elementhood relation on Vn
∞ is the one which is

induced by its coalgebra structure. The idea is that the elements of a tree
are the children of the root.

Definition 24. For x, y : Vn
∞, define the elementhood relation between them

as
x ∈n y := fiber ỹ x.

The relation ∈n is extensional: the canonical map

x = y →
∏
z:Vn

∞

z ∈n x ≃ z ∈n y

is an equivalence. A type with an extensional binary relation in this sense is
what is called an ∈-structure in Paper II. We will use the definitions of the
properties corresponding to the set theoretic axioms defined there.

§There is also a requirement about the fixed point being appropriately locally small.
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The following result is an instance of the results in Section 5 of Paper II,
which shows that a (locally small) fixed point of Pn models all defined prop-
erties except foundation.

Theorem 8 ( ). For n : N∞, (Vn
∞,∈n) satisfies the following properties,

as defined in Paper II:

• empty set,
• U -restricted n-separation,
• ∞-unordered I-tupling, for all k : N−1 such that k < n and k-types
I : U ,

• k-unordered I-tupling, for all k : N−1 such that k ≤ n and I : U ,
• k-replacement, for all k : N−1 such that k ≤ n,
• k-union, for all k : N−1 such that k ≤ n,
• exponentiation, for any ordered pairing structure,
• natural numbers for any (n− 1)-truncated representation.

6.1 Vn
∞ models Scott’s anti-foundation axiom

As Vn
∞ is not the initial Pn-algebra, (Vn

∞,∈n) is not a model of foundation.
Indeed, Vn

∞ contains anti-wellfounded sets, the simplest one being the infinite
unary tree:

•

•

...

So (Vn
∞,∈n) is a model of non-wellfounded sets. However, as discussed

at the start of this paper, there are several anti-foundation axioms in mate-
rial set theory, so we need to state specifically which anti-foundation axiom
(Vn

∞,∈n) is a model of. In this section we will show that (Vn
∞,∈n) has Scott

n-anti-foundation.
By Theorem 1 in Paper II and Theorem 8, (Vn

∞,∈n) has an ordered pair-
ing structure. Let ⟨−,−⟩ : Vn

∞×Vn
∞ ↪→ V n

∞ denote this structure.

Theorem 9 ( ). For each n : N∞
0 the ∈-structure (Vn

∞,∈n) has the Scott
k-anti-foundation property (k-SAFA) for any k ≤ n.

Proof. SAFA2 is immediate from Vn
∞ being a simple P∞-coalgebra by Corol-

lary 4 and Proposition 4.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.properties.html
https://elisabeth.stenholm.one/non-wellfounded-set-theory/coiterative.set.properties.html#23516
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For n-SAFA1, let g : Vn
∞ be a Scott n-extensional graph. The P∞-

coalgebra homomorphism corec∞(Target g, ng) : Target g → V∞
∞ factors

through the embedding Vn
∞ ↪→ V∞

∞, since g : Vn
∞ is Scott n-extensional.

Denote this map d′ : Target g → V n
∞.

To obtain from this a P∞-coalgebra homomorphism from (Vn,mg), and
thus an ∞-decoration by Proposition 4, let d x = supn (

∑
y:Vn

∞
⟨x, y⟩ ∈

g, λ(y, e).d′ (y, |(x, e)|)). This is a valid application of supn since
∑

y:Vn
∞
⟨x, y⟩ ∈

g is essentially small and d′ is (k − 1)-truncated and thus its composition

with the map
(∑

y:Vn
∞
⟨x, y⟩ ∈ g

)
→ Target g sending (y, e) to (y, |(x, e)|) is

(n − 1)-truncated. It remains to check that the coalgebra homomorphism
square commutes, i.e. desup (d x) = P∞ d (mg x). Note that the first compo-
nent of both desup (d x) and P∞ d (mg x) is

∑
y:Vn

∞
⟨x, y⟩ ∈ g. For the second

component we have the following chain of equalities:

π1 (P∞ d (mg x)) = d ◦ π0
= λ(y, e).d y

= λ(y, e). supn

∑
z:Vn

∞

⟨y, z⟩ ∈ g, λ(z, e′).d′ (z, |(y, e′)|)


= λ(y, e). supn

P∞ d′

∑
z:Vn

∞

⟨y, z⟩ ∈ g, λ(z, e′).(z, |(y, e′)|)


= λ(y, e). supn (P∞ d′ (ng (y, |(x, e)|)))
= λ(y, e).d′(y, |(x, e)|)
= π1 (desup (d x))

7 The terminal P0-coalgebra

In this section we describe a general construction of terminal coalgebras for
functors satisfying a certain accessibility condition. This is a formalization in
type theory of a theorem due to Aczel and Mendler (1989), which dates back
to the late 80s and states that every set-based endofunctor on the category
of proper classes has a terminal coalgebra. We describe how to translate the
original proof of Aczel and Mendler, written in the language of set theory
with reasoning based on classical logic, into the constructive setting of HoTT.
In the type theoretic statement of the theorem, proper classes are replaced
by large types, and sets are replaced by small types. The notion of set-based
functor is replaced by a certain accessibility condition with respect to small
types. We were able to remove all invocations of choice principles from the
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original proof, but not all impredicativity. In fact, the existence of terminal
coalgebras is guaranteed only under the assumption of propositional resizing,
a form of impredicativity for propositions. Here we recall the principle in a
formulation given by Jong and Escardó (2023).

Definition 25 ( ). The principle of propositional resizing states that
every proposition P : Type is essentially small, i.e. it is equivalent to a small
proposition Q : U .

We do not assume propositional resizing globally, but we precisely mark
all theorems that require its assumption.

Remember that P0 does not have a functorial action on all functions, only
on ones with locally small codomain. In the presence of propositional resizing,
these can also be functions with set-valued codomain. This means that the
Aczel–Mendler theorem does not immediately apply to P0. Nevertheless, in
the last part of this section we will show how to appropriately adjust the
statement and proof of the theorem in order to construct terminal coalgebras
also for “functors” such as P0.

7.1 U-based functors

Aczel and Mendler’s theorem applies to set-based endofunctors on proper
classes, where, intuitively, a functor is set-based when its value on a proper
class X is the colimit of values on small subsets of X. Before reformulat-
ing this accessibility condition in our type theoretic setting, we recall some
definitions and establish some notation.

In this section, we globally assume functors to be set-valued, i.e F X is
a set, independently of the type level of X.

Definition 26 ( ). Let α : A→ FA be a coalgebra. We say that α is

• U-simple if, for all B : U and coalgebras β : B → FB, the type of
coalgebra homomorphisms from β to α is a proposition;

• U-terminal if, for all B : U and coalgebras β : B → FB, the type of
coalgebra homomorphisms from β to α is contractible;

Aczel and Mendler write “strongly extensional” instead of “U -simple”.
Assuming propositional resizing, the Aczel–Mendler theorem guarantees the
existence of a U -terminal coalgebra for every functor F . But the existence
of a terminal coalgebra is guaranteed only in case F satisfies an accessibil-
ity condition. This condition is a type-theoretic reformulation (and slight
generalization) of Aczel and Mendler’s notion of set-based functor.

https://elisabeth.stenholm.one/non-wellfounded-set-theory/terminal/Utilities.html#2289
https://elisabeth.stenholm.one/non-wellfounded-set-theory/terminal/Coalgebras.html#1155
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Definition 27 ( ). A functor F is U-based if, for any large typeX : Type
and x : FX, there is a small type Y : U , a function ι : Y → X and element
y : FY such that F ι y = x.

The existential quantification in the above statement is strong, i.e. it is
a Σ-type without propositional truncation around it. Intuitively, F is U -
based when FX is the colimit of FY , where Y ranges over small generalized
elements of X. Notice that the definition is slightly different from the one
of Aczel and Mendler, as the they require Y to be a subset of X, i.e. ι
is an embedding in their definition. This restriction is not crucial in the
construction of the terminal coalgebra, so we remove it from the definition.

Notice that Definition 27 admits a slight reformulation, that will become
useful later on: a functor is U -based whenever for all X : Set the function

(λ(A, f, a). F f a) :

 ∑
(A,f):P∞X

FA

→ FX

has a section baseF : FX →
∑

(A,f):P∞X FA.

7.2 Relation lifing and precongruences

There are many ways to lift a (possibly proof-relevant) relation on a type X
to a relation on FX (Staton, 2011). Many of these liftings work well only
when the functor F preserves weak pullbacks. This restriction can be avoided
by employing Aczel and Mendler’s notion of relation lifting.

Definition 28 ( ). Given X : Type, the relation lifting EF takes a
relation R : X×X → Type and produces a relation EF R : FX×FX → Type
as follows:

EF R (x, y) := (F [−]R x = F [−]R y)

where [−]R is the point constructor of the set quotient X/R.

Notice that EF R is always propositionally-valued since F (X/R) is always
a set. If R is valued in U instead of Type, there is no guarantee that EF R
is also valued in U , as F (X/R) may not be locally U -small. But this is true
under the assumption of propositional resizing.

Definition 29 ( ). Given a coalgebra α : X → FX, a relation R :
X×X → Type is called a precongruence if the following type is inhabited:

is-precongαR :=
∏
x,y:X

R (x, y) → EF R (αx, α y)
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The type of propositionally-valued precongruences on the coalgebra α is
denoted Precongα, and we write PrecongUα for the type of small precongru-
ences. Every precongruence simple coalgebra is also U -precongruence simple,
but the opposite implication is not necessarily true. It becomes true if we
assume the principle of propositional resizing.

Definition 30 ( ). A coalgebra α : X → FX is called precongruence
simple if, for all x, y : X such that R (x, y) for some R : Precongα, then
also x = y. We call it U-precongruence simple if the latter holds for
R : PrecongUα .

Aczel and Mendler require the precongruence in the definition of simple
coalgebra (which they call “s-extensional”) to be a congruence, i.e. an equiv-
alence relation on X. We do not require symmetry and transitivity, as reflex-
ivity is sufficient for our purpouses. The terminology “simple” comes from
Rutten (2000), denoting coalgebras for which bisimulation implies equality.
We generalize the notion from bisimulation to reflexive precongruence.

The maximal precongruence on a coalgebra α is the propositional trun-
cation of the disjoint union of all its small precongruences:

x ∼α y :=

∥∥∥∥∥∥
∑

R:PrecongUα

R (x, y)

∥∥∥∥∥∥
−1

It is possible to show that (∼α) : Precongα and, assuming propositional re-
sizing, also (∼α) : PrecongUα . We can form the set quotient X/∼α, which
satisfies a number of important properties. First, X/∼α has an F -coalgebra
structure αq : X/∼α → F (X/∼α) defined by structural recursion. The case
of the point constructor is given as follows: αq [x]∼α := F [−]∼α(αx). The
constructor [−]∼α is a coalgebra homomorphism between α and αq. More-
over, the coalgebra αq is U -precongruence simple.

Proposition 16 ( ). The coalgebra αq : X/∼α → F (X/∼α) is U -
precongruence simple.

Proof. Applying the elimination principle of set quotients, it is sufficient to
show that given x, y : X, a propositionally-valued reflexive precongruence
R : X/∼α × X/∼α → U and a proof of R ([x]∼α, [y]∼α), then x ∼α y. In
other words, we need to find a small propositionally-valued reflexive precon-
gruence S : X ×X → U such that S (x, y). Take S (a, b) := R ([a]∼α, [b]∼α).
Notice that the types (X/∼α)/R and X/S are isomorphic, and the underly-
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ing function c : (X/∼α)/R→ X/S makes the following square commute:

X X/S

X/∼α (X/∼α)/R

[−]∼α

[−]S

[−]R

c (41)

Let a, b : X and suppose S (a, b). The following sequence of equalities proves
that S is a precongruence:

F [−]S (αa) = F (c ◦ [−]R ◦ [−]∼α) (αa) (42)

= F c (F [−]R (αq [a]∼α)) (43)

= F c (F [−]R (αq [b]∼α)) (44)

= F (c ◦ [−]R ◦ [−]∼α) (α b) (45)

= F [−]S (α b) (46)

Step (42) follows by (41) and step (44) is the fact that R is a precongruence.
Finally, in step (46) we use (41) again.

Proposition 17 ( ). Every U -precongruence simple coalgebra is U -simple.

Proof. Let α : X → FX be a precongruence simple coalgebra and let f, g
be two coalgebra homomorphisms from another coalgebra β : Y → FY to
α. For all y : Y we need to show that f y = g y. From the precongruence
simplicity of α, it is sufficient to find a reflexive precongruence relating f y
and g y. Consider the relation:

R′ xx′ :=
∑
y:Y

(x = f y)× (x′ = g y)

and its propositional reflexive closure Rxx′ := ∥R′ xx′ + (x = x′)∥−1. It is
not hard to show that R is a precongruence on α, which moreover relates f y
and g y as | inl(y, refl, refl)| : R (f y) (g y).

Corollary 6. Assuming propositional resizing, the coalgebra αq : X/∼α →
F (X/∼α) is U -simple.

7.3 The U-terminal coalgebra

The U -terminal coalgebra of a functor F is built in two steps. First, define
the weakly U -terminal coalgebra as the disjoint union of all small coalgebras:

wνFU :=
∑
X:U

∑
α:X→FX

X. (47)
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Every small coalgebra α : X → FX clearly injects in the union α∗ : X →
wνFU , α

∗ x := (X,α, x). The coalgebra structure ζ : wνFU → F (wνFU ) is
given by ζ (X,α, x) := F α∗ (αx). It easy to prove that α∗ is a coalgebra
homomorphism between α and ζ.

In order to turn the weakly U -terminal coalgebra into a strong U -terminal
coalgebra, we quotient its carrier wνFU by the maximal precongruence on ζ:
νFU := wνFU/∼ζ . We know this has a coalgebra structure ζq. Moreover,
given a small coalgebra α : X → FX, there is a coalgebra homomorphism
from it to ζq given by the composition of α∗ and [−]∼ζ

. Invoking Corollary
6, which assumes propositional resizing, we know that this is the only such
coalgebra homomorphism.

Theorem 10 ( ). Assuming propositional resizing, the coalgebra ζq :
νFU → F (νFU ) is U -terminal.

7.4 The Aczel–Mendler theorem

We finally show how the U -terminal coalgebra ζq is also terminal with respect
to large coalgebras, provided the functor F is U -based.

First, notice that P∞ is not only a polynomial functor, but a polynomial
monad. Its unit η : X → P∞X is η x := (1, λ ∗ .x). The Kleisli extension
bind g : P∞X → P∞ Y of a function g : X → P∞ Y is obtained by forming
the disjoint union of all indexing types:

bind g (A, f) :=

(∑
a:A

π0 (g(fa)), λ(a, y). π1 (g(fa))y

)

Given g : X → P∞X, its Kleisli extension can be iterated a finite number of
times:

bind : N → (X → P∞X) → P∞X → P∞X
bind0 g z := z
bindn+1g z := bind g (bindn g z).

(48)

It can also be iterated an infinite number of times, by collecting all the finite
approximations:

bind∞ g : P∞X → P∞X

bind∞ g z :=

(∑
n:N

π0 (bind
n g z), λ(n, x). π1 (bind

n g z)x

)

Given a large coalgebra α : X → FX for a U -based functor F , one can
construct a P∞-coalgebra structure on X as follows: α̂x := π0 (baseF (αx)).
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Proposition 18 ( ). Let F be a U -based functor and α : X → FX a large
coalgebra. For all z : P∞X, there is a function αz : π0 z → F (π0 (bind α̂ z))
such that the following diagram commutes:

π0 z X

F (π0 (bind α̂ z)) F X

αz

π1 z

α

F (π1 (bind α̂ z))

Proof. Let a : π0 z. Since F is U -based, there exist A : U , ι : A → X and
y : FA such that F ι y = α (π1 z a). In other words y ≡ π2 (baseF (α (π1 z a))).
Take αz a := F (λx. (a, x)) y.

The construction of Proposition 18 can be iterated, producing a family
of functions αnz : π0 (bind

n α̂ z) → F (π0 (bind
n+1 α̂ z)) indexed by a natural

number n, which makes the following family of diagrams commute:

π0 (bind
n α̂ z) X

F (π0 (bind
n+1 α̂ z)) F X

αn
z

π1 (bind
n α̂ z)

α

F (π1 (bind
n+1 α̂ z))

(49)

Proposition 19 ( ). Let F be a U -based functor and α : X → FX a
large coalgebra. Then each z : P∞X determines a small coalgebra α∞

z : Xz →
F (Xz) and a coalgebra homomorphism kz from α∞

z to α.

Proof. Define the carrier Xz as π0 (bind
∞ α̂ z) and its coalgebra structure as

α∞
z (n, x) := F (λy. n+ 1, y) (αnz x).

There is a function kz (n, x) := π1 (bind
n α̂ z)x between Xz and X. The fact

that this is a coalgebra homomorphism between α∞
z and α follows from the

commutativity of the family of diagrams in (49).

Notice also the existence of a function uz : π0 z → Xz sending x to the
pair (0, x), which makes the triangle below commute. Since kz is a coalgebra
homomorphism, the square below also commutes:

π0 z

Xz X

F Xz F X

uz π1 z

α∞
z

kz

α

F kz

(50)
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Given z : P∞X, a multiset of elements in X, and w : P∞Xz a multiset of
Xz, the latter determines also a multiset w′ of X as follows: w′ := P∞ kz w.
The small coalgebras associated to z and w′ by Proposition 19 are in a strong
relationship with each other. We refer the interested reader to the formal-
ization for a proof of this technical lemma.

Lemma 8 ( ). Let F be a U -based functor and α : X → FX a large coal-
gebra. For all z : P∞X and w : P∞Xz, there is a coalgebra homomorphism
lz,w between α∞

w′ and α∞
z that makes the following diagram commute:

π0w
′ π0w

Xw′ Xz

uw′ π1 w

lz,w

(51)

We are now ready to prove the main result of Aczel and Mendler (1989).

Theorem 11 ( ). Let F be a U -based functor. If a coalgebra is U -terminal
then it is also terminal.

Proof. Let β : Y → FY be a U -terminal coalgebra and let α : X → FX
be a large coalgebra. We construct a coalgebra homomorphism from α to β.
Given x : X, we get η x : P∞X and therefore, by Proposition 19, a small
coalgebra α∞

η x : Xη x → F (Xη x). From U -terminality, there exists a unique
coalgebra homomorphism hx between α∞

η x and β.
We now show how this homomorphism can be lifted to one initiating

from the large coalgebra α. First, a function h : X → Y can be defined as
hx := hx (uη x ∗), which is a coalgebra homomorphism:

F h (αx) = F h (F kη x (α
∞
η x (uη x ∗))) (52)

= F (h ◦ kη x) (α∞
η x (uη x ∗)) (53)

= F hx (α
∞
η x (uη x ∗)) (54)

= β (hx (α
∞
η x (uη x ∗))) (55)

≡ β (hx) (56)

Step (52) follows from (50) and step (55) is the fact that hx is a coalgebra
homomorphism. The validity of step (54), i.e. the equation h ◦kη x = hx, can
be justified as follows. Let a : Xη x and define a′ : X as a′ := kη x a. We have
the following sequence of equalities:

h (kη x a) ≡ ha′ (uη a′ ∗) = hx (lη x,η a (uη a′ ∗)) = hx (π1 (η a) ∗) ≡ hx a

The second equality holds since ha′ is the unique coalgebra homomorphism
from α∞

η a′ to β, and the fact that hx and lη x,η a (which was introduced in
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Lemma 8) are both coalgebra homomorphisms. The third equality is an
instance of (51).

The coalgebra homomorphism h is unique. Given another one h′ and an
element x : X, we have the following sequence of equalities:

hx ≡ hx (uη x ∗) = h′ (kη x (uη x ∗)) = h′ (π1 (η x) ∗) ≡ h′ x

The second equality holds since hx is the unique coalgebra homomorphism
from α∞

η x to β, and the fact that h′ and kη x are both coalgebra homomor-
phisms. The third equality is an instance of the triangle in (50).

Plugging together Theorems 10 and 11, we obtain the general terminal
coalgebra theorem of Aczel and Mendler. Assuming propositional resizing,
there is a U -terminal coalgebra ζq : νFU → F (νFU ) for any functor F . If
the latter happens to be U -based, then this coalgebra is also terminal with
respect to large coalgebras.

Theorem 12 ( ). Let F be a U -based functor. Assuming propositional
resizing, the coalgebra ζq : νFU → F (νFU ) is terminal.

7.5 Adjusting the theorem for P0

The powerset construction P0 is not a functor, as it only acts on functions
f : X → Y with locally small codomain. Y can also be restricted to be a set
if one assumes propositional resizing. Crucially this means that the Aczel–
Mendler theorem described so far does not apply to it. Luckily, this can be
remedied with a few small modifications.

First, let us call F a set-valued functor if FX is a set and F acts
exclusively on set-valued functions, i.e. its action on functions is typed∏
X:Type,Y :Set(X → Y ) → F X → F Y . Clearly P0 is a set-valued func-

tor in this sense, assuming propositional resizing.
The notion of U -basedness in Definition 27 also needs to be adjusted.

Let SetU be the type of sets in U . We now say that a set-valued functor is
SetU -based if, for any large set X : Set and x : FX, there is a small set
Y : SetU , a function ι : Y → X and element y : FY such that F ι y = x. In
other words, both X and Y in the definition are required to be sets. This is
important for the results of Section 7.4 to go though when functors only act
on set-valued functions. For example, the bottom functions in (49) and (50)
are well-defined only if X is a set. Similarly, the functions lz,w in Lemma 8
can only be a coalgebra morphism in case Xz is a set.

Proposition 20 ( ). P0 is SetU -based.

Proof. Let X : Set and x : P0X. Notice that π0 x : U is a set, since π1 x :
π0 x→ X is an embedding and X is a set. Therefore we can return the triple
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consisting of the small set π0 x, the function π1 x : π0 x→ X and the element
(π0 x, id) : P

0(π0 x).

The weakly U -terminal coalgebra in (47) also needs to be modified. This
is because wνFU is not a set, so there cannot be any coalgebra homomorphism
targeting it. The solution is to take its set truncation of ∥wνFU∥0 instead. It
is straightforward to define a coalgebra structure on it using the elimination
principle of set truncation.

Finally, assuming that X is a set in the definition of SetU -basedness re-
stricts the notion of terminal coalgebra in Definition 26 to work only for
coalgebras with a set carrier. We say that a coalgebra α : A → FA is ter-
minal with respect to sets if, for all B : Set and coalgebras β : B → FB,
the type of coalgebra homomorphisms from β to α is contractible.

With all these restrictions in place, the Aczel–Mendler Theorem 12 still
works.

Theorem 13 ( ). Let F be a SetU -based set-valued functor. Assuming
propositional resizing, the coalgebra ζq : νFU → F (νFU ) is terminal with
respect to sets.

As a corollary, we obtain a terminal coalgebra for the powerset functor
P0.

Corollary 7 ( ). Assuming propositional resizing, P0 admits a terminal
coalgebra with respect to sets.

8 Conclusion

In this paper we constructed a non-initial and non-terminal fixed point of
the (restricted) powerset functor and showed that it is a model of material
set theory with Scott’s anti-foundation axiom. Moreover, we constructed the
terminal coalgebra of the same functor, assuming propositional resizing. This
is then a model of material set theory with Aczel’s anti-foundation axiom.

8.1 Related work

The result that the subtype of coiterative sets, of the type of non-wellfounded
trees, is a model of Scott’s anti-foundation axiom can be found in the classical
literature in the paper of D’Agostino and Visser (2002). They consider uni-
verses of multisets and define two functors, ∆ and Γ, from sets to multisets
for which the terminal coalgebras exist classically. They then show that the
subclass of unisets (i.e. multisets with, coiteratively, only one occurrence of
each element) for ∆ and Γ are models of AFA and SAFA respectively. Their
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functor Γ corresponds to our functor P∞, and their model of SAFA corre-
sponds to our model, except, of course, that they work within the framework
of classical set theory. They also prove in the same paper that the relation
between nodes in graphs of having isomorphic unfolding trees is precisely the
relation of Γ-bisimulation, which corresponds to our Theorem 1.

8.2 Future work

There are still some questions that remain unanswered, especially the initial
motivation of this paper: to construct the terminal coalgebra of the power-
set functor. The construction in the last section relies in a crucial way on
propositional resizing. Is there a way to construct the terminal coalgebra,
without any constructively questionable assumptions? Is it possible to show
that assuming the existence of the terminal coalgebra implies some classical
principle? Or is it independent altogether?
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